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Abstract

We propose a comprehensive model
of information retrieval (IR) based
on Zadeh's linguistic statements. Its
characteristic feature is a capability
to take into account both the im-
precision and uncertainty pervading
the textual information representa-
tion. It extends earlier IR models
based on broadly meant fuzzy logic.
Moreover, some techniques for ob-
taining quantitative representations
of documents and queries are pro-
posed.
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1 Introduction

Generally, (textual) information retrieval

deals with broadly meant storage and process-
ing of textual information. A basic task is
here the retrieval of those documents from a
collection which are relevant, i.e., match infor-

mation needs of a user expressed as a query.
The relevance may be meant as binary, i.e., a
document is then regarded as either relevant
or irrelevant. Thus the answer to a query is
a set of documents considered to be relevant.
More generally, amatching degree is computed
for each document meant as an assessment of
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its relevance. Then an answer to a query is
a list of documents non-increasingly ordered
against their matching degree.

The relevance is evaluated by an information
retrieval systems (IRS) using some represen-
tations of a document and a query. The most
popular representation is by using some com-
binations of keywords. The keywords are used
both to represent the content of documents in
a process of indexing and to create a query
by the user. The former often proceeds auto-
matically while the latter is done either auto-
matically or �manually�. The representations
of documents, queries and methods to match
them vary leading to di�erent models of infor-

mation retrieval exempli�ed by the traditional
Boolean, vector space and probabilistic ones.
All of them have some pros and cons, which
implies extensions (cf., e.g., [1]).

We propose a new fuzzy logic based model
somehow inspired by all three traditional
models. We intend to obtain a comprehensive
treatment of imprecision and uncertainty per-
vading the information retrieval process (be-
ing to some extent also the main postulate of
the probabilistic model) in the general frame-
work of the Boolean model (with the most
powerful querying language) and referring to
some methods from the vector space model.

In this paper imprecision and uncertainty are
related to how particular keywords are im-

portant to express the meaning of documents
and queries. These information de�ciencies
require some modelling tools, and should be
accounted for while computing the matching
degree. We propose a comprehensive model
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of information retrieval based on the core con-
cepts of fuzzy logic � Zadeh's linguistic state-
ments.

2 Imprecision and Uncertainty and

Their Modelling in Information

Retrieval Systems

Particular keywords represent the content of
a document to a di�erent degree. Usually, the
notion of importance is used to describe the
role of a keyword in this respect but it is not
clear how to measure it. It may be conve-
niently assumed that importance is expressed
by a real number from [0, 1].

Realistically we may abandon an arti�cial
quest for precision in expressing how impor-

tant a given keyword is for the representation
of document meaning or information needs of
a user. Moreover there is uncertainty related
to the assessment of the importance of partic-
ular keywords due to, e.g., a user's hesitation
while a query is composed or a partial reliabil-
ity of an expert or algorithm in the indexing
process.

Many aspects of imperfect information related
to the information retrieval have been studied.
The probabilistic model (cf., e.g. [1]) deals
primarily with the uncertainty as to the rel-
evance of a document against a query. The
classical Boolean model does not provide any
means to deal either with imprecision or un-
certainty in the representation or matching.
In this model a query takes the form of a
logical formula and the document is treated
as an interpretation, i.e., a valuation of the
propositional variables composing the query
formula. The importance of keywords in the
representation of documents and queries, and
the relevance of a document for a query are
binary concepts. Among many extensions of
the original Boolean model to alleviate this
de�ciency, one can cite the best known p-
norm model by Salton et al. [18], Losada
and Barreiro's [13] model in which a distance
is de�ned in the space of interpretations (in
the classical propositional calculus) and used
to determine the matching between a docu-
ment and a query, Losada and Barreiro's [14]

model taking into account degrees of impor-
tance (weights) of keywords while computing
the matching degree, etc. More similar to our
approach is a possibilistic approach by Liau
and Yao [12] who start with a fuzzy similarity
relation in the space of documents (i.e., in-
terpretations) � cf. also Losada and Barreiro
[13]. Then, each document generates a pos-
sibility distribution in the space of interpre-
tations so that a possibility degree is equated
with the fuzzy similarity relation membership
function value. Then the matching degree be-
tween a document and a query is via the pair
of possibility and necessity measures of the set
of models of the query representing formula.

The �rst step towards the application of fuzzy
logic in IR is to employ multivalued logic in-
stead of the binary one. First, a document
is treated as a fuzzy set of keywords and the
membership of a keyword re�ects its impor-
tance in representing the meaning of the doc-
ument; cf., e.g., [6, 10, 15, 11, 9, 2, 4, 16].

The next step is to allow for weights to be
associated with keywords in a query. This
goes beyond the syntax of the classical, even
multivalued, logic and calls for the use of an
extended formalism in the spirit of Pavelka's
logic. In [22] we proposed a similar extension
in the relational database querying framework
and later [16] in the context of the IR. An even
more important problem is a proper interpre-
tation of weights; cf., e.g. [2, 4]. Basically,
3 most popular interpretations (semantics) of
weights in queries are:

• a relative importance: if the weight
of a keyword in a query is high, then
its presence in a document (i.e., high
weight there) is required for this
document to match (to a high de-
gree) the query,

• an ideal weight : the keyword is ex-
pected to have in a document a sim-
ilar weight to that in the query,

• a threshold : the keyword is expected
to have in a document a weight at
least as high as that in the query.

(1)
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In [16] we show how both syntactic and se-
mantic aspects of the query weights may be
taken into account within the same logical for-
malism.

In order to provide the extended Boolean
model with a capability to handle imprecision,
Bordogna and Pasi [3, 5, 9] proposed to treat
the importance of the keywords in a query

as Zadeh's [19] linguistic variable postulating
the use of linguistic terms such as important,
very important etc.

Here we further develop the extended fuzzy
Boolean model by:

• assuming linguistic terms as importance
weights of keywords also in documents,

• considering the linguistic terms in the
representation of documents and queries
as well as their matching in Zadeh's fuzzy
logic,

• discussing the pragmatic aspects of the
proposed model.

3 Fuzzy logic in the sense of Zadeh

We assume a standard notation in which a
fuzzy set F in the universe U is de�ned by
its membership function µF : U → [0, 1],
µF (x) ∈ [0, 1], ∀x ∈ U , and µF (x) is meant as
the membership degree of x to the set F . The
family of all fuzzy sets de�ned in U will be
denoted F(U). The membership degree has
its counterpart in the truth value in multival-
ued logic. For example, the statement �John is
young�, depending on the actual age of John,
denoted x, may be treated as true to a certain

degree, with this truth degree (value) equated
with the membership degree µF (x), where F
is a fuzzy set modelling the linguistic term
young.

In the fuzzy logic in the sense of Zadeh a more
abstract form of such statements as above is
considered. The atomic formula in this logic is:

X IS A (2)

where X denotes a (linguistic) variable and
A ∈ F(U) a fuzzy set; it is a fuzzy predicate.

The truth value of (2) considered under a val-
uation of the base variable [19] of X depends
on the membership function of A.

Then, the truth of (2) is considered when a
valuation (knowledge) of the value of X is
expressed by another expression of type (2),
say X IS B, B ∈ F(U). X IS B is assumed
to generate a possibility distribution [20] πB :
U → [0, 1] in the space of possible values of
X's base variable, and

πB(x) = µB(x) (3)

Now the truth of X IS A under the valuation
(knowledge) X IS B is expressed with a fuzzy

truth value τ , i.e., a fuzzy set in [0,1] given by:

µτ (t) = sup
x
{µA(x) | µB(x) = t} (4)

assuming sup ∅ = 0.

The fuzzy truth values are often replaced in
applications by a pair of values of possibility
and necessity, ΠB and NB, related to the pos-
sibility distribution πB, i.e.,

ΠB(A) = sup
x∈U

min(πB(x), µA(x)) (5)

NB(A) = inf
x∈U

max(1− πB(x), µA(x)) (6)

Linguistic statements (2) may be combined
using logical connectives, for example the con-
junction of Xi IS Bi, i = 1, . . . , n, Bi ∈
F(Ui), each generating πBi by (3), gener-
ates a joint possibility distribution π on U =
U1 × . . .× Un such that:

π(x) = min(πB1(x1), . . . , πBn(xn)),
x = (x1, . . . , xn) ∈ U (7)

assuming the non-interactiveness [20] of the
particular variables Xi. Then the truth of
the conjunction of n linguistic statements
Xi IS Ai, i = 1, . . . , n, Ai ∈ F(Ui), may be
assessed by the pair of measures:

ΠB1×...×Bn(A1 × . . .×An) =
min(ΠB1(A1), . . . ,ΠBn(An)) (8)

NB1×...×Bn(A1 × . . .×An) =
min(NB1(A1), . . . ,NBn(An)) (9)
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Zadeh introduced also the extended forms of
statements (2) [20, 8], i.e., quali�ed statements

which will be useful for our purposes.

In particular, certainty quali�ed statements

contain a quali�er determining the minimal
degree of certainty α ∈ [0, 1] in the truth of
statement �X IS A�:

X IS A is at least α-certain (10)

The statement (10) may be identi�ed with
a simple, quali�er-free statement �X IS A′�
with µ′A de�ned as:

X IS A, α 7−→ X IS A′ (11)

µA′ = f(α, µA) (12)

where function f may take di�erent forms [8],
e.g.:

µA′(x) = max(µA(x), 1− α) (13)

4 The model

Our starting point is the classical Boolean
model (cf., [1]) and its fuzzy logic based exten-
sion, notably due to Bordogna and Pasi [4].

We employ the statements of the type (2) to
represent documents and queries. Thus we
treat the importance of keywords as linguis-
tic variables and the statement �Xi IS A� is
meant as a generic form of the expressions
exempli�ed by: �Keyword ti is fairly impor-

tant for the representation of the content of
the document (query)� so that we can model
imprecision concerning the actual importance
of the keywords. To also grasp uncertainty,
the certainty quali�ed statements (10) are em-
ployed.

Document representation Each docu-
ment is represented as a compound linguistic
statement built of:

Xi IS Bj is at least α-certain (14)

where Xi is a linguistic variable correspond-
ing to the importance in the document of
the keyword ti, and Bj is a linguistic term
such as �very important�, �important to a de-
gree around 0.6�, �fairly important� etc., while

α ∈ [0, 1] is a certainty degree as to the im-
portance of the keyword. Particular linguistic
terms are modelled by fuzzy sets de�ned in
the interval [0, 1] which is used as the range of
importance degrees. During computations the
statements (14) are transformed to a quali�er-
free form using (11), in particular (13). Thus
each such a statement generates a possibility
distribution πBj on the space of importance
degrees of given keyword, according to (3).

The conjunction of statements (14) will be a
typical form of the representation of a docu-
ment. Then, using (7) a joint possibility dis-
tribution on the Cartesian product [0, 1]n is
determined, where n is the number of key-
words under consideration. The document
may be then treated as a multidimensional
possibility distribution:

πD(x1,. . ., xn)=min(µB1(x1),. . ., µBn(xn)) (15)

assuming the non-interactiveness of the vari-
ables corresponding to the importances of key-
words.

Query representation To preserve the
syntactical homogeneity of the representation
of documents and queries, like in the classical
Boolean model, a query is also represented as
a compound linguistic statement built of the
statements (14). Thus a linguistic assessment
of selected keywords importance is given, each
accompanied by a cetainty degree. The state-
ments (14) are then transformed to a quali�er-
free form via (13). The entire query is treated
as a fuzzy set Q in a multidimensional space
[0, 1]n such that:

µQ(x1,. . ., xn)=min(µA1(x1),. . ., µAn(xn)) (16)

Evaluation of the relevance - the compu-

tation of the matching degree To eval-
uate the relevance of a document against a
query, we compute � as in the classic Boolean
model � the truth degree of the statement q
representing the query under the assumption
that the statement d representing the docu-
ment is true. We use the pair of necessity and
possibility values (5)�(6), and obtain:

(ND(Q),ΠD(Q)) (17)
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The answer to a query is a list of documents
lexicographically ordered on these pairs.

Thus, in our model the matching degree ex-
presses the possibility and necessity of match-
ing between a document and a query.

5 Pragmatic aspects of the model

The question of the actual form of (14) used
to represent documents and queries goes be-
yond the proposed model. However we have
experimented with some possible ways of de-
termining them on two levels of abstraction.
Namely we have made some tests with: the
general shapes (templates) of the membership
functions of the linguistic terms appearing in
(14) and the ways of automatic determining
concrete forms of these membership functions
during the indexing process. Here we will only
discuss the former one. Moreover, since �min�
in (7) does not lead to satisfactory results, we
have also tested some alternatives.

Basically, to e�ectively and e�ciently imple-
ment the approach proposed, a proper user
interface is needed. For lack of space it will
not be discussed here.

As to some numerical experience, we were
testing the following pairs of the shapes for the
membership functions of the linguistic terms
in documents and queries.

Variant A

document

µB(x) = 1− k | x− d0 | (18)

query

µA(x)=
{

1− q0 x ≤ 1−q0
x x > 1−q0 (19)

Variant B

document

µB(x) = 1− k | x− d0 | (20)

query

µA(x) = 1− k | x− q0 | (21)

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

Figure 1: A membership function represent-
ing the linguistic term: �Important to a degree

around d0 �; d0=0.6; cf. eq. (18), k = 1

Variant C

document

µB(x) =
{

1− d0 x = 0
1 x = 1

(22)

query

µA(x) =
{

1− q0 x = 0
1 x = 1

(23)

with (18), (19) and (22) shown in Figs. 1, 3
and 4, respectively. For all, their charac-
teristic points are denoted by d0 and q0 in
case of documents and queries, respectively.
These characteristic points were computed for
a given keyword in a document/query using
standard keyword weighting schemes of the
vector space IR model [17].

Each of these membership functions should be
treated as a template which is instantiated by
the user using the IRS interface or automat-
ically during the indexing. Namely, the tem-
plate given by (18) represents the linguistic
term �important to a degree around d0�. Be-
sides d0 there is an additional parameter k
which determines how �narrow� or �wide� the
membership function is around d0. In Fig. 1
this template is illustrated with d0 = 0.6 and
k = 1; this may be described in the user inter-
face as �somewhat important�. Figure 2 illus-
trates this template when used in a certainty
quali�ed linguistic statement (cf. (10)) with
α = 0.8; d0 = 0.6 and k = 8.

The template given by (19) represents �impor-
tant with certainty at least q0�. Its under-
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Figure 2: A membership function represent-
ing: �Important to a degree around d0 � with
certainty at least α�; d0=0.6, α=0.8

lying membership function µA(x) = x corre-
sponds to a general meaning of �important�:
the higher the degree of importance (i.e., x)
the more compatible it is with this term. The
template (19) combines the interpretation of
importance with uncertainty as to the actual
importance of the keyword so that it also �ts
the scheme of the certainty quali�ed linguistic
statements (10) and in Fig. 3 is exempli�ed
for α = q0 = 0.6.

Finally, the template given by (22) is a simpli-
�ed version of the previous one with the im-
portance of a keyword treated as a binary con-
cept but again the uncertainty as to whether
the keyword is actually important is quanti-
�ed with a number from [0, 1]; cf. Fig. 4 for
α = d0 = 0.8.

Now, for variants A�C de�ned by (18)�(23)
built of the above mentioned templates, A
is best suited for a typical retrieval scenario
when documents are indexed automatically
and queries are composed manually by the
user. Then the representation of documents is
determined by, e.g., a weighting schemes using
the frequency of terms, inverted document fre-
quency, etc. [17]. The user is assumed to only
select keywords that are important to him or
her, but possibly hesitating as to their sure
importance to a degree q0 (weight).

Let us consider a query being a conjunction of
n linguistic statements Xi IS Ai, where Ai‘s
are represented by (19). Then, as q0 tends to
0, the membership function µAi tends to 1 for
any x ∈ Ui. Thus, the possibility and neces-

sity measures (5)�(6) tend to 1 too (A in this
formula is approaching the crisp set compris-
ing the whole interval), and further the key-
word ti gets a lower and lower in�uence on
the matching of the query and a document,
cf. (8)�(9). Thus the interpretation of the
linguistic terms in a query given by (19) is
here in the spirit of the relative importance
weights semantics, cf. (1). Also when �min�
in (8)�(9) is replaced with another aggrega-
tion operator (as suggested by our computa-
tional experiments), then still this semantics is
to some extent preserved. For example, when
the average is used instead of the minimum,
then a given keyword in a query contributes to
the matching degree of all documents to more
or less the same extent (the same for q0 = 0)
because the matching of all documents with
respect to this keyword (both in terms of pos-
sibility and necessity) is very high (even 1). As
we are primarily concerned with the ordering
of documents according to their matching de-
grees, the in�uence of such a keyword is very
limited (or none).

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

Figure 3: A membership function represent-
ing: �Important with certainty at least q0�;
q0=0.6

Variant B employs the same templates (20)�
(21) to represent both the documents and
queries. This is best suited for automatic in-
dexing of both the documents and queries.
Many standard test document collections con-
tain queries as short texts, which may be in-
dexed like documents to obtain some repre-
sentation. The possibility measure of match-
ing, which is used here alone, is the higher the
more similar are the shapes of instances of the
templates (20) and (21), i.e., the closer are the
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Figure 4: A membership function represent-
ing: �Completely important with certainty at

least α �; α=0.8

values of d0 and q0 therein. Thus in this vari-
ant the interpretation of the linguistic terms
in a query is in the spirit of the ideal weights
semantics, cf. (1).

Variant C is a generalization of the classical
Boolean model. It preserves the original in-
terpretation of binary importance but allows
to express some reservation as to the deci-
sion on the importance of a given keyword or
its lack. In this variant the formulas for the
matching degree are a little bit simpler (i.e.,
speci�c forms of (5) � (6) obtained using (22)
� (23)) than in case of other variants, slightly
reducing the computational costs. Moreover
this variant may be directly cast within possi-
bilistic logic [7] which makes a further analysis
and enhancements easier (cf. [21]).

As mentioned earlier, in general the queries in
our model, like in the classical Boolean model,
are composed of linguistic statements of type
(10) with the use of logical connectives. The
conjunction and disjunction are processed ac-
cording to the general rules of the possibility
theory � cf. comments under (5)�(6). A sep-
arate discussion is needed in case of negation.
In the classical Boolean model the situation
is fairly obvious: if a keyword is negated in a
query then it should not appear in the match-
ing documents. In the calculus brie�y pre-
sented in section 3 the negation of a linguistic
statement should be understood in the follow-
ing way:

¬X IS A 7−→ X IS A (24)

where A denotes a complement of a fuzzy set
A. The templates (19) and (23) may be eas-
ily adopted for this interpretation. First of
all the linguistic term �unimportant� is repre-
sented in case of the template (19) by the the
membership function:

µA(x) = −x+ 1

and by:

µA(x) =
{

1 for x = 0
0 for x = 1

in case of the template (23). Then using (13)
one obtains the formulas for the negated coun-
terparts of the templates (19) and (23), i.e. for
¬X IS A,α

µA(x) =
{

1− α x > α
−x+ 1 x ≤ α

and

µA(x) =
{

1 x = 0
1− α x = 1

In the above formulas we denote the certainty
level with α rather than with q0 as these
queries are rather meant to be constructed
manually while q0 refers primarily to the result
of an automatic indexing of a short document
playing the role of a query.

In case of template (19) it is not clear what
its negated version should mean. Neither a
complement nor an antonym of a fuzzy set
seems to provide a reasonable semantics. We
leave it as an open question if the negated ver-
sion of this template makes sense and should
be included somehow in the model. In fact
this template is primarily meant as to be used
in the automatic indexing of documents and
queries. From this point of view its negated
version is of a lesser importance.

6 Concluding remarks

We presented a new fuzzy logic based informa-
tion retrieval model to directly represent im-
precision and uncertainty of the IR processes
within the formal framework of fuzzy logic.
Pragmatic aspects of the proposed model are
discussed. Three templates for the representa-
tion of keyword importance are proposed. The
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results of the computational experiments on
standard test collections with various weight-
ing schemes and aggregation operators will be
presented during the conference. A detailed
description and discussion of the model will
be given in a forthcoming journal paper.
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