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#### Abstract

One of the core tasks of Knowledge Discovery in Databases (KDD) is the mining of association rules. In this paper, truth values of association rules are discussed. Firstly, two knowledge bases of association rules are fixed, i.e., information system $\mathscr{A}$ and a fixed association rule (it's confidence is 1 ), then based on Intuitionistic fuzzy special sets (IFSS) Representation of Rough Set, IFSS representations of association rules (also called statements) are discussed based on the two knowledge bases. Finally, based on Hamming distance of IFSS, truth values of statements are obtained.
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## 1 Introduction

The aim of knowledge discovery in databases $(K D D)$ is to support human analysts in the overall process of discovering valid, implicit, potentially useful and ultimately understandable information in databases. One of the core tasks of $K D D$ is the mining of association rules (conditional implications). Association rules was stated by [1], so called association rules are statements and provide associations among attributes of information systems, generally, a real number from the interval $[0,1]$ is assigned to each association rule and provides
measure of the confidence of the rule, e.g., "the customers buying cereals and sugar also buy milk, the confidence the rule are 0.7." The task of mining association rules is to determine all rules whose confidences and supports are above user defined thresholds. Nowadays, various approaches have been proposed for an increased efficiency of rule discovery in very large databases [2]-[4]. In all of these mining methods, rough set is an important tool to extract association rules from information systems [5]-[10]. Formally, an information system is expressed as a quaternion denoted as $\mathscr{A}=(U, A, V, f)$, where $U$ is a non-empty set of objects, $A$ is a non-empty finite set of attributes, $V=\bigcup_{a \in A} V_{a}$ and $V_{a}$ is the domain of $a, f: U \times A \rightarrow V$ is information function. In $\mathscr{A}, \forall a \in A$ and $x_{i}, x_{j} \in U$, define $x_{i} \sim_{a} x_{j}$ if and only if $f\left(x_{1}, a\right)=f\left(x_{2}, a\right)$, then $\sim_{a}$ is an equivalence relation on $U$, and $\sim_{A}$ is intersection of all $\sim_{a}(a \in A)$, denotes $U / \sim_{A}=\left\{U^{r} \mid r=1, \cdots, n\right\}$, where $U^{r}$ is an equivalence class. For rough set, association rules are considered as follows: Let $\mathscr{A}$ be an information system and $T=D_{1} \wedge D_{2} \wedge \cdots \wedge D_{k}$ be a template, in which, $\forall k^{\prime} \in\{1, \cdots, k\}$, $D_{k^{\prime}} \equiv\left(a_{k^{\prime}}=v_{i_{k^{\prime}} a_{k^{\prime}}}\right), a_{k^{\prime}} \in A$ be an attribute, $v_{i_{k^{\prime}} a_{k^{\prime}}} \in V_{a_{k^{\prime}}}$ value of the attribute. Association rules generated by $T$ could be expressed by the form

$$
\begin{equation*}
\varphi \equiv \bigwedge_{D_{l} \in P} D_{l} \longrightarrow \bigwedge_{D_{j} \in Q} D_{j}, \tag{1}
\end{equation*}
$$

in which, $\{P, Q\}$ is a partition of $\left\{D_{1}, D_{2}\right.$, $\left.\cdots, D_{k}\right\}$. The confidence of association rule
$\varphi$ is defined by

$$
\begin{equation*}
\operatorname{Con}_{\mathscr{A}}(\varphi)=\frac{\operatorname{Sup}_{\mathscr{A}}(T)}{\operatorname{Sup}_{\mathscr{A}}\left(\bigwedge_{D_{l} \in P} D_{l}\right)} \tag{2}
\end{equation*}
$$

in which, $\operatorname{Sup}_{\mathscr{A}}(*)$ means the number of objects satisfying $*$. One problem in mining association rules is the large number of rules which are usually returned. Two basic steps used in generating process are a fixed threshold $c$ for the confidence of association rule and $c$-irreducible [10].

On the other hand, when inference based on association rules in formal logic system, e.g., multi-valued logic systems, is considered, two aspects are needed: a) one is sematic; b) the other is syntax. Sematic of formal logic system discusses truth of propositions which is obtained by truth of simple statements, e.g., for association rule (1), truth of $\varphi$ could be obtained by truth of $\bigwedge_{D_{l} \in P} D_{l}$ and $\bigwedge_{D_{j} \in Q} D_{j}$. How to obtain truth of $\bigwedge_{D_{l} \in P} D_{l}$, or more detail, truth of $D_{k^{\prime}} \equiv\left(a_{k^{\prime}}=v_{i_{k^{\prime}}} a_{k^{\prime}}\right)$ which is understood as simple statement, are problem under background of an dynamic information system. It could be noticed that the confidence of association rule $\varphi$ is not suitable to truth of $\varphi$, in fact, the confidence isn't even in contact with implication " $\rightarrow$ " of $\varphi$.

Due to discussion of association rules in an information system, we affirm that truth of $D_{k^{\prime}} \equiv\left(a_{k^{\prime}}=v_{i_{k^{\prime}}} a_{k^{\prime}}\right)$ could be decided in the information system. From rough set point of view, there exist two sources to represent and evaluate simple statement $D_{k^{\prime}} \equiv$ $\left(a_{k^{\prime}}=v_{i_{k^{\prime}}} a_{k^{\prime}}\right)$, one is the information system itself which provides major premise for all statements; the other is association rule $\varphi$ which provides minor premise for simple statement $D_{k^{\prime}} \equiv\left(a_{k^{\prime}}=v_{i_{k^{\prime}} a_{k^{\prime}}}\right)$. This is similar to hypothetical syllogism, i.e., when we consider truth of simple statement $D_{k^{\prime}} \equiv$ $\left(a_{k^{\prime}}=v_{i_{k^{\prime}} a_{k^{\prime}}}\right)$, we could compare representations of $D_{k^{\prime}} \equiv\left(a_{k^{\prime}}=v_{i_{k^{\prime}}} a_{k^{\prime}}\right)$ based major premise and minor premise, respectively, intuitively, the more in keeping with representations, the very true $D_{k^{\prime}} \equiv\left(a_{k^{\prime}}=v_{i_{k^{\prime}} a_{k^{\prime}}}\right)$ due to knowledge by inheritance. Based on above analysis, for a fixed information system $\mathscr{A}=(U, A, V, f)$, truth of simple statement
$D_{k^{\prime}} \equiv\left(a_{k^{\prime}}=v_{i_{k^{\prime}} a_{k^{\prime}}}\right)$ could be obtained by finishing the follows steps:

- According to $U / \sim_{A}$, rough set of $\left\{u \in U \mid f\left(u, a_{k^{\prime}}\right)=v_{i_{k^{\prime}} a_{k^{\prime}}}\right\}$ could be obtained, denoted as $\left(X_{D_{k^{\prime}}}, \overline{X_{D_{k^{\prime}}}}\right.$ ), based on IFSS representation of rough set, IFSS representation of $\left\{u \in U \mid f\left(u, a_{k^{\prime}}\right)=\right.$ $\left.v_{i_{k^{\prime}} a_{k^{\prime}}}\right\}$ could be obtained, denoted as $\left\langle U, X_{D_{k^{\prime}}} U-\overline{X_{D_{k^{\prime}}}}\right\rangle ;$
- According to $U / \sim_{\varphi}$, where $\varphi$ is decided by (1) and $\sim_{\varphi}$ is decided by attributes set $\left\{a_{k^{\prime}} \mid\left(a_{k^{\prime}}=v_{i_{k^{\prime}}} a_{k^{\prime}}\right) \in \varphi\right\}$, rough set and IFSS representation of $\left\{u \in U \mid f\left(u, a_{k^{\prime}}\right)=v_{i_{k^{\prime}}} a_{k^{\prime}}\right\}$ could be obtained, denoted as ( $X_{D_{k^{\prime}}}, \overline{X_{D_{k^{\prime}}}}$ ) and $\left\langle U, \underline{X_{D_{k^{\prime}}}^{\varphi}} U-\overline{X_{D_{k^{\prime}}}^{\varphi}}\right\rangle$, respectively;
- Based on distance of IFS, e.g., Hamming distance, distance between $\left\langle U, X_{D_{k^{\prime}}}, U-\right.$ $\left.\overline{X_{D_{k^{\prime}}}}\right\rangle$ and $\left\langle U, X_{D_{k^{\prime}}}^{\varphi} U-\overline{X_{D_{k^{\prime}}}^{\varphi}}\right\rangle$ could be obtained;
- Based on the above distance, truth of simple statement $D_{k^{\prime}} \equiv\left(a_{k^{\prime}}=v_{i_{k^{\prime}} a_{k^{\prime}}}\right)$ could be suitable defined.

The organization of this paper is as follows: In the next Section, Intuitionistic fuzzy special sets Representation of Rough Set are showed. In the Section III, IFSS representation of simple statement $D_{k^{\prime}} \equiv\left(a_{k^{\prime}}=v_{i_{k^{\prime}}} a_{k^{\prime}}\right)$ is discussed, Hamming distance of IFSS is provided. In the Section IV, truth of simple statement $D_{k^{\prime}} \equiv\left(a_{k^{\prime}}=v_{i_{k^{\prime}}} a_{k^{\prime}}\right)$ is discussed. Example is in the Section V.

## 2 IFSS Representation of Rough Set

Intuitionistic fuzzy special subset (IFSS) is $A=\left\{X, A_{1}, A_{2}\right\}$, in which, $X \neq \emptyset, A_{1} \subseteq X$, $A_{2} \subseteq X$ and $A_{1} \cap A_{2}=\emptyset[11]$. In [12] and [13], IFSS Representation of Rough Set are discussed based on information systems. Based on $U / \sim_{A}, \forall X \subseteq U$, define

$$
\begin{gather*}
\underline{X}=\bigcup\left\{U^{k} \in U / \sim_{A} \mid U^{k} \subseteq X\right\}  \tag{3}\\
\bar{X}=\bigcup\left\{U^{k} \in U / \sim_{A} \mid U^{k} \cap X \neq \emptyset\right\} \tag{4}
\end{gather*}
$$

when $\underline{X} \neq \bar{X},(\underline{X}, \bar{X})$ is $\sim_{A}$ rough set. In (3), due to $\underline{X} \subseteq \bar{X}, \underline{X} \cap(U-\bar{X})=\emptyset$ is obviously. Hence, $\langle U, \underline{X}, U-\bar{X}\rangle$ is IFSS based on $\sim_{A}$, this means that in the framework of $U / \sim_{A}, \forall X \subseteq U$, there is the follows one to one mapping

$$
\begin{equation*}
(\underline{X}, \bar{X}) \longleftrightarrow\langle U, \underline{X}, U-\bar{X}\rangle . \tag{5}
\end{equation*}
$$

Definition 1 [13] Let $\mathscr{A}$ be an information system, $\forall X \subseteq U,\langle U, \underline{X}, U-\bar{X}\rangle$ is called IFSS representation of $(\underline{X}, \bar{X})$.

As a special case, $\left(U^{i}, U^{i}\right) \quad \longleftrightarrow$ $\left\langle U, U_{\theta}^{i},\left(U_{\theta}^{i}\right)^{c}\right\rangle=\left\langle U, U_{\theta}^{i}, \bigcup_{j \neq i} U_{\theta}^{j}\right\rangle$.

Definition 2 [13] Let $\mathscr{A}$ be an information system, $U / \sim_{A}=\left\{U^{k} \mid k=1, \cdots, n\right\}$. If $\left\langle U, U^{k_{1}}, U^{k_{2}}\right\rangle$ such that $U^{k_{1}}, U^{k_{2}} \in U / \sim_{A}$ and $k_{1} \neq k_{2}$, then $\left\langle U, U^{k_{1}}, U^{k_{2}}\right\rangle$ is called basic IFSS based on $\sim_{A}$. Denote $B_{\sim_{A}}=$ $\left\{\left\langle U, U^{k_{1}}, U^{k_{2}}\right\rangle \mid U^{k_{1}}, U^{k_{2}} \in U / \sim_{A}, k_{1} \neq k_{2}\right\}$.

Let a class of recursive set $\Phi\left(B_{\sim_{A}}\right)$ be such that 1) $\forall\left\langle U, U^{k_{1}}, U^{k_{2}}\right\rangle \in B_{\sim_{A}},\left\langle U, U^{k_{1}}, U^{k_{2}}\right\rangle \in$ $\left.\Phi\left(B \sim_{\sim_{A}}\right) ; 2\right)$ If $\left\langle U, A_{1}, B_{1}\right\rangle,\left\langle U, A_{2}, B_{2}\right\rangle \in$ $\Phi\left(B_{\sim_{A}}\right)$, then $\left\langle U, A_{1}, B_{1}\right\rangle \cap\left\langle U, A_{2}, B_{2}\right\rangle=$ $\left.\left\langle U, A_{1} \cap A_{2}, B_{1} \cup B_{2}\right\rangle \in \Phi\left(B_{\sim_{A}}\right) ; 3\right)$ If $\left\langle U, A_{1}, B_{1}\right\rangle \in \Phi\left(B_{\sim_{A}}\right)$, then $\overline{\left\langle U, A_{1}, B_{1}\right\rangle}=$ $\left\langle U, B_{1}, A_{1}\right\rangle \in \Phi\left(B_{\sim_{A}}\right)$.

Property 1 [13] a) $\forall\left\langle U, A_{1}, B_{1}\right\rangle \in \Phi\left(B_{\sim_{A}}\right)$, $A_{1} \cap B_{1}=\emptyset$, i.e., $\left\langle U, A_{1}, B_{1}\right\rangle$ is IFSS.
b) $\Phi\left(B_{\sim_{A}}\right)$ is an intuitionistic fuzzy special $\sigma$ algebra generated by $B_{\sim_{A}}$.
c) In $\Phi\left(B_{\sim_{A}}\right)$, 1) $\langle U, \emptyset, \emptyset\rangle \in \Phi\left(B_{\sim_{A}}\right)$; 2) $\forall U^{i} \in U / \sim_{A},\left\langle U, U^{i},\left(U^{i}\right)^{c}\right\rangle \in \Phi\left(B_{\sim_{A}}\right) ;$ 3) $\forall X \subseteq U,\langle U, \emptyset, \underline{X}\rangle,\langle U, \emptyset, \bar{X}\rangle \in \Phi\left(B_{\sim_{A}}\right) ;$ 4) $\forall X \subseteq U,\langle U, \underline{X}, U-\bar{X}\rangle \in \Phi\left(B_{\sim_{A}}\right)$.

The final item (4.) means that rough set could be represented by IFSS in $\Phi\left(B_{\sim_{A}}\right)$. From IFSS point of view, its' advantages in $\Phi\left(B_{\sim_{A}}\right)$ are that (1) the background knowledge of $U / \sim_{A}$ is used, this could be seen from basic IFSS based on $\sim_{A} ;(2)$ IFSS is a special case of intuitionistic fuzzy subset (IFS), there are many papers discuss about uncertainty measures and implication of IFS [12]-[20], all of these could be used by IFSS.

## 3 Truth Values of Statements

According to information systems $\mathscr{A}=$ $(U, A, V, f)$ and association rule $\varphi=$ $\bigwedge_{D_{l} \in P} D_{l} \longrightarrow \Lambda_{D_{j} \in Q} D_{j}$ with $\operatorname{Con}_{\mathscr{A}}(\varphi)=1$, equivalence relations $\sim_{A}$ and $\sim_{\varphi}$ on $U$, which are decided by attribute sets $\left\{a_{k^{\prime}} \mid\left(a_{k^{\prime}}=\right.\right.$ $\left.\left.v_{i_{k^{\prime}}} a_{k^{\prime}}\right) \in A\right\}$ and $\left\{a_{k^{\prime}} \mid\left(a_{k^{\prime}}=v_{i_{k^{\prime}} a_{k^{\prime}}}\right) \in \varphi\right\}$, respectively, could be obtained, let

$$
\begin{align*}
U / \sim_{A} & =\left\{U_{A}^{1}, \cdots, U_{A}^{m}\right\},  \tag{6}\\
U / \sim_{\varphi} & =\left\{U_{\varphi}^{1}, \cdots, U_{\varphi}^{n}\right\} . \tag{7}
\end{align*}
$$

Due to $\left\{a_{k^{\prime}} \mid\left(a_{k^{\prime}}=v_{i_{k^{\prime}} a_{k^{\prime}}}\right) \in \varphi\right\} \subset\left\{a_{k^{\prime}} \mid\left(a_{k^{\prime}}=\right.\right.$ $\left.\left.v_{i_{k^{\prime}}} a_{k^{\prime}}\right) \in A\right\}$, from equivalence classes point of view, $U / \sim_{A}$ is thinner than $U / \sim_{\varphi}$. Let all considered statements is denoted by $S(\mathscr{A})$.

Definition 3 Let information system $\mathscr{A}$. $S(\mathscr{A})$ could be defined recursively as follows

$$
\text { 1. } \forall a_{k} \in A,\left(a_{k}=v_{i_{k} a_{k}}\right) \in S(\mathscr{A}) \text {; }
$$

2. If $P, Q \in S(\mathscr{A})$, then $P \wedge Q, P \vee Q, P \longrightarrow$ $Q, \neg P \in S(\mathscr{A})$.

Definition $4 \forall P \in S(\mathscr{A})$, extension of $P$, denoted by $X_{P}$, is defined recursively as follows: (1) $\forall D_{k}=\left(a_{k}=v_{i_{k} a_{k}}\right) \in S(\mathscr{A})$, $X_{D_{k}}=\left\{u \in U \mid f\left(u, a_{k^{\prime \prime}}\right)=v_{i_{k^{\prime \prime}}} a_{k^{\prime \prime}}\right\} ;$ (2) $X_{P \wedge Q}=X_{P} \cap X_{Q}$; (3) $X_{P \vee Q}=X_{P} \cup X_{Q}$; (4) $X_{P \rightarrow Q}=\overline{X_{P}} \cup X_{Q}$; (5) $X_{\neg P}=\overline{X_{P}}$. In which, $\overrightarrow{X_{P}}=U-X_{P}$.

In this paper, there is no different between statement $\psi$ and it's extension $X_{\psi}$. Obviously, extensions of statements are subset of $U$, i.e., $X_{\psi}=\{u \in U \mid u$ satisfies $\psi\}$. According to (5), (6) and (7), $\left\langle U, X_{\psi}, U-\overline{X_{\psi}}\right\rangle$ and $\left\langle U, X_{\psi}^{\varphi}, U-\overline{X_{\psi}^{\varphi}}\right\rangle$ could be obtained, and define Hamming distance as follows

$$
\begin{align*}
d_{X_{\psi} X_{\psi}^{\varphi}}^{H}= & \frac{1}{2|U|} \sum_{s=1}^{|U|}\left(\left|\underline{X_{\psi}}\left(x_{s}\right)-\underline{X_{\psi}^{\varphi}}\left(x_{s}\right)\right|+\right. \\
& \left|\left(U-\overline{X_{\psi}}\right)\left(x_{s}\right)-\left(U-\overline{X_{\psi}^{\varphi}}\right)\left(x_{s}\right)\right| \\
& \left.+\left|\pi_{X_{\psi}}\left(x_{s}\right)-\pi_{X_{\psi}^{\varphi}}\left(x_{s}\right)\right|\right), \tag{8}
\end{align*}
$$

in which, $\pi_{X_{\psi}}\left(x_{s}\right)=1-X_{\psi}\left(x_{s}\right)-(U-$ $\left.\overline{X_{\psi}}\right)\left(x_{s}\right), \pi_{X_{\psi}^{\varphi}}^{\varphi}\left(x_{s}\right)=1-\overline{X_{\psi}^{\varphi}}\left(x_{s}\right)-(U-$
$\left.\overline{X_{\psi}^{\varphi}}\right)\left(x_{s}\right), \underline{X}_{*}^{*}$ and $\left(U-\overline{X_{*}^{*}}\right)$ are characteristic functions, i.e.,

$$
\begin{gather*}
\underline{X_{*}^{*}}(x)=\left\{\begin{array}{lll}
1, & \text { if } & x \in \underline{X_{*}^{*}}, \\
0, & \text { if } & x \notin \underline{X_{*}^{*}}
\end{array}\right.  \tag{9}\\
\left(U-\overline{X_{*}^{*}}\right)(x)=\left\{\begin{array}{lll}
1, & \text { if } & x \in U-\overline{X_{*}^{*}}, \\
0, & \text { if } & x \notin U-\overline{X_{*}^{*}} .
\end{array}\right. \tag{10}
\end{gather*}
$$

Definition 5 A valuation of $\psi$ is as follows

$$
\begin{equation*}
v(\psi)=1-d_{X_{\psi} X_{\psi}^{\varphi}}^{H}, \tag{11}
\end{equation*}
$$

in which, $d_{X_{\psi} X_{\psi}^{\varphi}}^{H}$ is decided by (8), the valuation of $\psi$ is called truth value of $\psi$ based on information systems $\mathscr{A}$ and association rule $\varphi$ with $\operatorname{Con}_{\mathscr{A}}(\varphi)=1$.

### 3.1 Truth Values of Exact Statements

Let $D_{k^{\prime \prime}} \equiv\left(a_{k^{\prime \prime}}=v_{i_{k^{\prime \prime}}} a_{k^{\prime \prime}}\right)$ be a simple statement, it's extension is subset of $U$, i.e., $X_{D_{k^{\prime \prime}}}=\left\{u \in U \mid f\left(u, a_{k^{\prime \prime}}\right)=v_{i_{k^{\prime \prime}}} a_{k^{\prime \prime}}\right\}$. If $D_{k^{\prime \prime}}$ is such that $a_{k^{\prime \prime}} \in\left\{a_{k^{\prime}} \mid\left(a_{k^{\prime}}=v_{i_{k^{\prime}} a_{k^{\prime}}}\right) \in \varphi\right\}$, according to knowledge of rough sets, $D_{k^{\prime \prime}}$ is an exact concept corresponding to association rule $\varphi$, the follows are obviously,

$$
\begin{align*}
& \left\langle U, \frac{X_{D_{k^{\prime \prime}}}}{}, U-\overline{X_{D_{k^{\prime \prime}}}}\right\rangle \\
= & \left\langle U, \overline{X_{D_{k^{\prime \prime}}}}, U-X_{D_{k^{\prime \prime}}}\right\rangle,  \tag{12}\\
& \left\langle U, X_{D_{k^{\prime \prime}}}, U-\overline{X_{D_{k^{\prime \prime}}}}\right\rangle \\
= & \left\langle U, X_{D_{k^{\prime \prime}}}, U-X_{D_{k^{\prime \prime}}}\right\rangle, \tag{13}
\end{align*}
$$

hence, If any simple statement $D_{k^{\prime \prime}}$ such that $a_{k^{\prime \prime}} \in\left\{a_{k^{\prime}} \mid\left(a_{k^{\prime}}=v_{i_{k^{\prime}}} a_{k^{\prime}}\right) \in \varphi\right\}$, then $\nu\left(D_{k^{\prime \prime}}\right)=1$. From rough set point of view, every $D_{k^{\prime \prime}}$ is an exact concept, this coincides with $v\left(D_{k^{\prime \prime}}\right)=1$. From logic systems point of view, if association rule $\varphi$ is understood as axiom, then any knowledge which could be decided (or defined) by $\varphi$ is true, simple statements are such that the condition.
Let $\psi=\left(a_{k_{1}}=v_{i_{k_{1}}} a_{k_{1}}\right) * \cdots *\left(a_{k_{r}}=v_{i_{k_{r}}} a_{k_{r}}\right)$, $* \in\{\wedge, \vee\}$, it's extension is subset of $U$, i.e., $X_{\psi}=\left\{u \in U \mid\left(f\left(u, a_{k_{1}}\right)=v_{i_{k_{1}}} a_{k_{1}}\right) * \cdots *\right.$ $\left.\left(f\left(u, a_{k_{r}}\right)=v_{i_{k_{r}} a_{k_{r}}}\right)\right\}$. According to knowledge of rough sets, $\psi$ is an exact concept under information system $\mathscr{A}$, if $\psi$ is such that
$\forall D_{k_{r^{\prime}}} \in \psi \Longrightarrow a_{k_{r^{\prime}}} \in\left\{a_{k^{\prime}} \mid\left(a_{k^{\prime}}=v_{i_{k^{\prime}} a_{k^{\prime}}}\right) \in\right.$ $\varphi\}$, then $v(\psi)=1$.

Let $\psi=P \longrightarrow Q$, it's extension is $X_{\psi}=$ $\left(U-X_{P}\right) \cup X_{Q}$, in which, $X_{P}$ and $X_{Q}$ are extensions of $P$ and $Q$, respectively. According to (11), $v(\psi)=1$ if and only if $d_{X_{\psi} X_{\psi}^{\varphi}}^{H}=0$ if and only if $X_{\psi}$ is an exact concept corresponding to information system $\mathscr{A}$ and association rule $\varphi$.

Let $\psi=\neg P$, it's extension is $X_{\psi}=U-X_{P}$, hence, $v(\psi)=1$ if and only if $U-X_{P}$ is an exact concept if and only if $X_{P}$ is an exact concept.

### 3.2 Truth Values of vague Statements

So called vague statement $\psi$ could be understood by $v(\psi)<1$. According to (11), $v(\psi)<$ 1 if and only if $d_{X_{\psi} X_{\psi}^{\varphi}}^{H}>0$. For any simple statement $D_{k} \equiv\left(a_{k}=v_{i_{k} a_{k}}\right)$, due to it is an exact concept under information system $\mathscr{A}$, i.e., $\left\langle U, X_{D_{k}}, U-\overline{X_{D_{k}}}\right\rangle=\left\langle U, X_{D_{k}}, U-X_{D_{k}}\right\rangle$, $\left.D_{k} \equiv \overline{\left(a_{k}\right.}=v_{i_{k} a_{k}}\right)$ is vague simple statement if and only if $\left\langle U, X_{D_{k}}^{\varphi}, U-\overline{X_{D_{k}}^{\varphi}}\right\rangle \neq$ $\left\langle U, X_{D_{k}}, U-X_{D_{k}}\right\rangle$, i.e., $\overline{X_{D_{k}}}$ is rough set under association rule $\varphi$. It is obvious that if $D_{k} \equiv\left(a_{k}=v_{i_{k} a_{k}}\right)$ is vague simple statement, than $a_{k} \notin\left\{a_{k^{\prime}} \mid\left(a_{k^{\prime}}=v_{i_{k^{\prime}}} a_{k^{\prime}}\right) \in \varphi\right\}$. Compound statement $\psi$ is vague statement if there exists vague simple statement in $\psi$, truth of vague statement $\psi$ is $v(\psi) \in[0,1)$, in which, if IFSS represents of $\psi$ under information system $\mathscr{A}$ and association rule $\varphi$ are $\langle U, U, \emptyset\rangle$ and $\langle U, \emptyset, U\rangle$, respectively, than $v(\psi)=0$.

## 4 Example

Consider the follows information system with 18 objects and 8 attributes (see Table 1)) which is discussed in. Let association rule $\varphi$ be as follows

$$
\begin{aligned}
\varphi= & \left(a_{1}=0\right) \wedge\left(a_{3}=2\right) \wedge \\
& \left(a_{6}=0\right) \longrightarrow\left(a_{4}=1 \wedge a_{8}=1\right) .
\end{aligned}
$$

According to Table 1 and $\varphi$, the follows could be obtained,

$$
U / \sim_{A}=\left\{\left\{x_{1}\right\},\left\{x_{2}, x_{4}\right\},\left\{x_{3}, x_{8}, x_{13}\right\},\left\{x_{5}\right\},\right.
$$

$$
\begin{aligned}
& \left\{x_{6}\right\},\left\{x_{7}\right\},\left\{x_{9}, x_{17}\right\},\left\{x_{10}, x_{16}\right\}, \\
& \left.\left\{x_{11}\right\},\left\{x_{12}\right\},\left\{x_{14}\right\},\left\{x_{15}\right\},\left\{x_{18}\right\}\right\} . \\
U / \sim_{\varphi}= & \left\{\left\{x_{1}\right\},\left\{x_{2}, x_{3}, x_{4}, x_{8}, x_{9}, x_{10}, x_{13},\right.\right. \\
& \left.x_{15}, x_{16}, x_{17}\right\},\left\{x_{5}\right\},\left\{x_{6}\right\},\left\{x_{7}\right\}, \\
& \left.\left\{x_{11}\right\},\left\{x_{12}\right\},\left\{x_{14}\right\},\left\{x_{18}\right\}\right\} .
\end{aligned}
$$

Consider simple statement $D_{1} \equiv\left(a_{1}=0\right)$, it's extension is as follows

$$
\begin{aligned}
X_{D_{1}}= & \left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{6}, x_{8}, x_{9}, x_{10}, x_{11}, x_{12}\right. \\
& \left.x_{13}, x_{14}, x_{15}, x_{16}, x_{17}\right\}
\end{aligned}
$$

IFSS representations of $X_{D_{1}}$ based on $U / \sim_{A}$ and $U / \sim_{\varphi}$ are the same form, i.e., $\left\langle U, X_{D_{1}},\left\{x_{5}, x_{7}, x_{18}\right\}\right\rangle$. According to (8),

$$
d_{X_{D_{1}} X_{D_{1}}^{\varphi}}^{H}=0 \text { and } v\left(D_{1}\right)=1 .
$$

Consider statement $\psi=\left(a_{1}=0\right) \longrightarrow\left(a_{6}=\right.$ 1), it's extension is as follows by Table 1

$$
\begin{aligned}
X_{\psi} & =\left(U-X_{\left(a_{1}=0\right)}\right) \cup X_{\left(a_{6}=1\right)} \\
& =\left\{x_{5}, x_{7}, x_{18}\right\} \cup\left\{x_{5}, x_{6}, x_{7}\right\} \\
& =\left\{x_{5}, x_{6}, x_{7}, x_{18}\right\},
\end{aligned}
$$

it is an exact concept, and $v(\psi)=1$.
Consider statement $D_{2}=\left(a_{5}=81\right)$, it's extension is $X_{D_{2}}=\left\{x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{8}\right.$, $\left.x_{13}, x_{14}\right\}$. Under information system $\mathscr{A}$, $D_{2}=\left(a_{5}=81\right)$ is an exact concept, i.e., $\left\langle U, \underline{X_{D_{2}}}, U-\overline{X_{D_{2}}}\right\rangle=\left\langle U, X_{D_{2}}, U-X_{D_{2}}\right\rangle$. However, under association rule $\varphi, D_{2}=\left(a_{5}=81\right)$ is a vague concept, and IFSS representation of $D_{2}$ is

$$
\begin{aligned}
\left\langle U, \underline{X_{\psi}^{\varphi}}, U-\overline{X_{\psi}^{\varphi}}\right\rangle= & \left\langle U,\left\{x_{5}, x_{6}, x_{14}\right\},\left\{x_{1},\right.\right. \\
& \left.\left.x_{7}, x_{11}, x_{12}, x_{18}\right\}\right\rangle,
\end{aligned}
$$

according to (8),

$$
d_{X_{D_{2} X_{D_{2}}^{\varphi}}^{H}}=\frac{5}{9}
$$

hence, $v\left(D_{2}\right)=1-d_{X_{D_{2}} X_{D_{2}}^{\varphi}}^{H}=\frac{4}{9}$. Similarly, consider statement $D_{3}=\left(a_{2}=2\right)$, we obtain $X_{D_{3}}=\left\{x_{3}, x_{6}, x_{7}, x_{8}, x_{12}, x_{13}, x_{18}\right\}$ and

$$
d_{X_{D_{3}} X_{D_{3}}^{\varphi}}^{H}=\frac{5}{9}, \quad v\left(D_{3}\right)=\frac{4}{9} .
$$

Consider $\psi_{1}=D_{1} \longrightarrow D_{2}, \psi_{2}=D_{2} \longrightarrow D_{3}$ and $\psi_{3}=D_{3} \longrightarrow D_{2}$, their extension are

$$
\begin{aligned}
X_{\psi_{1}}= & \left\{x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{7}, x_{8}, x_{13}, x_{14},\right. \\
& \left.x_{18}\right\}, \\
X_{\psi_{2}}= & \left\{x_{1}, x_{3}, x_{6}, x_{7}, x_{8}, x_{9}, x_{10}, x_{11}, x_{12},\right. \\
& \left.x_{13}, x_{15}, x_{16}, x_{17}, x_{18}\right\}, \\
X_{\psi_{3}}= & \left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{8}, x_{9}, x_{10}, x_{11},\right. \\
& \left.x_{12}, x_{13}, x_{15}, x_{16}, x_{17}\right\},
\end{aligned}
$$

hence, $v\left(\psi_{1}\right)=\frac{4}{9}, v\left(\psi_{2}\right)=\frac{4}{9}$ and $v\left(\psi_{3}\right)=\frac{4}{9}$.
Table 1: Information system $\mathscr{A}$

| $\mathscr{A}$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ | $a_{5}$ | $a_{6}$ | $a_{7}$ | $a_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | 0 | 1 | 1 | 1 | 20 | 2 | 2 | 2 |
| $x_{2}$ | 0 | 1 | 2 | 1 | 21 | 0 | 1 | 1 |
| $x_{3}$ | 0 | 2 | 2 | 1 | 21 | 0 | 1 | 1 |
| $x_{4}$ | 0 | 1 | 2 | 1 | 21 | 0 | 1 | 1 |
| $x_{5}$ | 1 | 1 | 2 | 2 | 21 | 1 | 1 | 1 |
| $x_{6}$ | 0 | 2 | 1 | 2 | 21 | 1 | 1 | 1 |
| $x_{7}$ | 1 | 2 | 1 | 2 | 23 | 1 | 1 | 1 |
| $x_{8}$ | 0 | 2 | 2 | 1 | 21 | 0 | 1 | 1 |
| $x_{9}$ | 0 | 1 | 2 | 1 | 24 | 0 | 1 | 1 |
| $x_{10}$ | 0 | 3 | 2 | 1 | 23 | 0 | 1 | 1 |
| $x_{11}$ | 0 | 1 | 3 | 1 | 20 | 0 | 1 | 2 |
| $x_{12}$ | 0 | 2 | 2 | 2 | 22 | 0 | 1 | 2 |
| $x_{13}$ | 0 | 2 | 2 | 1 | 21 | 0 | 1 | 1 |
| $x_{14}$ | 0 | 3 | 2 | 2 | 21 | 2 | 1 | 2 |
| $x_{15}$ | 0 | 4 | 2 | 1 | 22 | 0 | 1 | 1 |
| $x_{16}$ | 0 | 3 | 2 | 1 | 23 | 0 | 1 | 1 |
| $x_{17}$ | 0 | 1 | 2 | 1 | 24 | 0 | 1 | 1 |
| $x_{18}$ | 1 | 2 | 2 | 1 | 22 | 0 | 1 | 2 |

## 5 Conclusion

In the above example, many statements are checked, truth of almost every vague statement is $\frac{4}{9}$. The reason is that $U / \sim_{\varphi}$ is too special, in many cases, vague statement $\psi$ under association rule $\varphi$ is such that $X_{\psi} \cup U-$ $\overline{X_{\psi}}=\left\{x_{1}, x_{5}, x_{6}, x_{7}, x_{11}, x_{12}, x_{14}, \overline{x_{18}}\right\}$. We think that if $U / \sim_{\varphi}$ satisfies some properties, maybe $v(P \longrightarrow Q)$ coincides with known nonclassical logic system, e.g., Lukasiewicz logic system, this will be discussed in another paper.
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