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Abstract

In this paper we study dynamical
systems based on IF-events (see [1]).
We define a special type of the no-
tion of the entropy on this systems
and its Malicky-Riec¢an modification
(see [12]).
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1 Introduction

We start with classical dynamical systems
(Q,S8,P,T), where (2,8, P) is a probability
space and T : 2 — () is a measure preserv-
ing map, i.e. T71(A) € S and P(T71(A)) =
P(A) for any A € S. The entropy of
the dynamical system is defined as follows
(see [11], [12]). Consider measurable parti-
tion A = {Ay,..., Ax}, where 4; € S;i =

k
1,...,k,AiﬂAJ’ =0;i # 5, J A = Q. Its
1=1

entropy is the number

k
H(A) =) ¢(P(A),
i=1
where ¢(x) = —zlogz, if x > 0, and

e(0) = 0. If A = {A,...., A4} and B =
{Bi,...,B;} are two measurable partitions,
then T-1(A) = {T-*(4A1),...,T"1(Ax)} and
AvB ={ANB;A € A B € B} are mea-
surable partitions, too. It can be proved that

there exists

n—1
h(A,T) = lim H <\/ T"(A)) .
i=0
The Kolmogorov-Sinaj entropy h(T) of
(Q,S, P, T) is defined as the supremum

h(T) = sup{h(A,T); A is a measurable
partition}.

The aim of the Kolmogorov-Sinaj entropy was
to distinguish non-isomorphic dynamical sys-
tems. Two dynamical systems with different
entropies cannot be isomorphic.

The notion of the entropy has been extended
using fuzzy partitions instead of set partitions
(see [11], [12], [2], [3]). Let T be a tribe of
fuzzy sets on Q, m : 7 — [0,1] is a state on
this tribe and a mapping 7 : 7 — 7 is given
satisfying the following conditions:

(i) If f € T, then 7(f) € T and m(f) =
m(7(f)).

(ii) If f,g € T and f+g < 1, then 7(f+g) =
7(f) +7(9)-

Then a triplet (7,m,7) is called fuzzy dy-
namical system. Fuzzy partition is a set of
functions A = {f1,...,fx} C 7 such that

k
fi = 1. Then we define its entropy
=1

(2

k
H(A) =) o(m(f:) (1)
i=1

and the conditional entropy

A m(fig;)
H(A|B) ZZZm(gj)w< = ) (2)

i=1j=1 m(g;)
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where B = {g1, ..., i} is a fuzzy partition, too.
Further

WA 7) = lim 28 (71\_/1 Ti(A)>,

=0

and, if G C 7 is an arbitrary non-empty set,
then

ha(1) = sup{h(A, 1); A is a fuzzy partition,
AC G}

is an entropy (Kolmogorov-Sinaj type) of the
fuzzy dynamical system (7, m, 7).

In [5] there was defined a special type of the
entropy of dynamical systems based on IF-
events. We start with a measurable space
(©,8). By an IF-event (see [1]) we consider a
pair A = (pa,va) of S-measurable functions
pa,va : Q — [0,1], such that pg +v4 < 1.
Denote by F the family of all IF-events. On
F we define partial binary operation @ and
binary operation ®. Namely

A® B = (ua,va) ® (uB,vB) =

= (ua+ pB,va+vp—1),

whenever g +pup <land 0 <wvg+rvp—1,
and

A® B = (a,va) © (up,vB) =
= (pa-1B, VA + VB —VA.VB).
Further
Ap /S A= pa, / pa,va, \ va,

where A = (ua,va),An = (1a,,va,) € F
(n=1,2,...).

Definition 1.1 A mapping m : F — [0,1] is
called a state on the family of all IF-events, if
the following conditions are satisfied:

(i) m((1,0)) = 1,m((0,1)) = 0;

(i) If A,B,C € F and A® B = C, then
m(A) +m(B) = m(C);

(iii) If A, € F(n = 1,2,...), A, /" A, then
m(Ay) / m(A).
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Theorem 1.2 To any state m : F — [0,1]
there exists a € [0,1] and a probability mea-
sure P : S — [0,1] such that

ma(A) =m(A) =

- (1—04)/IuAdP+04(1—/VAdP)
0 Q

for any A = (pa,va) € F.

Proof. See [8].

Definition 1.3 Let m : F — [0,1] be a
state on the family of all IF-events F and
7 : F — F be a mapping satisfying the fol-
lowing conditions:

(I) If A € F, then 7(A) € F and m(A) =
m(7(A)).

(IT) If A,B,C € F and A® B = C, then
7(C) =7(A) ® 7(B).

Then a triplet (F,m,7) is called an IF-
dynamical system.

Let a mapping 7 : F — F be defined by
7(A) = 7((pa,va)) = (maoT,vaoT). Then
(F,mq,7) is an IF-dynamical system.

2 Entropy of IF-partitions

We shall consider a family of all couples of
fuzzy sets

M=A{(f,9);f,9:2—[0,1] are

S-measurable}.

We extend the definition of the operation @
and ® from F to M. Recall that

k

@(MAiv VAi) =

i=1

()

and operations @, ® fulfill the commutative,
associative and distributive law.
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Definition 2.1 By an IF-partition

we shall mean a finite collection
A = {(/’LA17VA1)7"‘7(lu’Ak7VAk:)} c M
such that
k
@(IU’ANVAi) = (170)'
=1
It A = {(MA17VA1)7"'7(/’LAk7l/Ak>} and

B = {(uB,,vB,), - (1B,»VB,)} are two IF-
partitions, then we define

AV B = {(/LAz'a VAi) © (”BjayBj);
i=1,.kj=1,..0}

and we write B > A (and say B is a re-
finement of A), if there exists a partition

{I(1),...,I1(k)} of the set {1, 2, ...,1} such that
(MAi?VAZ‘) = @ (HBj)VBj)
Jel(i)

for every i =1,..., k.

Proposition 2.2 If A = {(pa,,v4,),..

‘7(/1’Ak7VAk)} and B = {(:LLBNVBl)?'”
. (1B,,vB,)} are two IF-partitions, then

T('A) - {T((/’LA17 VAl))a ) T((:U’Ak? I/Ak))} and
AV B are IF-partitions, too. Further AV B >

A.

Proof. Since

k k

@T((MAN VAi)) = @(NAi oT,va, 0 T)=

i=1 i=1

(g (- m) o) -

=1oT,00T)=(1,0),

so T(A) = {7((pa,,va,)); - 7((nay, va, )} is
an [F-partition. Further AVB = {(p4,,v4,)®

(uB;,vB;);i=1,...k,j =1,...,1}. Therefore
l
ED@ pa;sva;) © (pB;,ve;) =
=1 j=1
k l
i=1j=1
k1 k1 k1
N (Z “Ai“Bj7ZZVAi+ZZVBj_
i=1j=1 i=1j=1 i=1j=1

= (LKk(I—1)+1(k—1)—
—( =1k —1) -

Finally, let us mention that AV B is indexed by
{(4,7);t =1,...,n;5 = 1,...,m}. Therefore, if
we put I(i) = {(i,1),...,(i,m)}, then by the

(kl — 1)) = (1,0).

equalities
l
@ MBJJ/B
7j=1
we obtain
(MAi’VAi) = (l’l’Ai?VAi) © (170) =

l
/'LANVA (@ ,quayB ) -

!
=P ( [1A;5 VA;) (MBijBj)) =

Jj=1

- @

(k.)€ (@)

((NAmyAk) © (:quaVBj))

for every i =1, ..., k. It follows AV B > A.

Proposition 2.3 If A = {(pa,,v4,),..
'7<MAk7VAk)} and B = {(MBUVBl):"'
. (1B,,vB,)} are two IF-partitions, then

= {ma,, . pa,} and Ab = {1 —vay,..
.1 — vy, } are fuzzy partitions, and
= A VB3,

(AV B)’ (AV B)f = A% v B,

(T(A) = 7(A),  (r(A))F = 7(A%).
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Proof. Since A = {(,"LA17VA1)7 <oy (MAk?VAk)}
and B = {(uB,,vB,), - - s (1B, vB)}, then
we have

AVEB = {(IU“AMVAi) © (MB]" Z/Bj);
i=1,. k=11 =
= {(IU’AiIU’Bj’ vA; tVB; — VAil/Bj);
i=1,.,kj=1,..,1}
and
7(A) = {(a, o T,1 —vy, 0 T);i =1, ..., k}.
By [12)
(AVB) = {pa,up;i=1,...k,j=1,.,1} =
={pa;i=1,..,k}Vv
Vipgij =10} = A VB
and
(AV B)F = {1 —va, —vB, +va,vB;;
i=1,. k=1, =
={(1-va,)(A=vp,);i=1,..,k,j=1,..,1} =
={l—-va,;i=1,..,k}V
V{l—vp;ij=1,..,1} = AV B
Finally we have
(T(A)° = {pa, 0 T;i=1,....k} =
= 7({pasii =1, k}) = 7(A)
and

(T(AE ={1l —vy, 0Tsi=1,....k} =

= ’7'({1 — VAi;i =1,.., k}) = T(‘Ab)'

Definition 2.4 If A is an [F-partition, then
we define its entropy (with respect to a given
state mg,)

Ho(A) = (1 — a)H(A®) + aH(AY),

where H is the entropy of the fuzzy partition
(see equation (1)).
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Proposition 2.5 If A = {A4;,...,Ax} and
B ={B,..., B;} are two IF-partitions, then

Ho(AV B) < Ho(A) + Ho(B).

Proof. Put for fixed i € {1,...,k} and for all
jedl,...,l}
ma(A4i © Bj)

Aj =ma(Bj), ;= ma(Bj) J

where mq(B;) >0 (j =1,...,1). Since
l
Aj = Zma(Bj) =

1 j=1

J

= Mg ( l Bj) =mq((1,0)) =1
j=1

and ¢ is a concave function, we have

l
= ma(Bj)e(z;)

j=1
for all i € {1,...,k}. Therefore

=1
k1
> Z Zma(BJ)QO(xJ) =
i=1j=1
k . .
5 Smatao By e
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k
=D ¢(ma(4; © Bj))—

i=1j=1
k
=Y p(ma(Bj) > ma(Ai © B;) =
=1

= H,(AV B) — H,(B).
So we have Hy(AV B) < H,(A) + Ho(B).

3 Conditional entropy

Definition 3.1 If A4 and B are two IF-
partitions, then we define the conditional en-
tropy (with respect to a given state mg)

Ho(AIB) = (1 - )H(X'|B’) + aH(A*|BF),

where H is the conditional entropy of fuzzy
partitions (see equation (2)).

Proposition 3.2 If A, B,C are IF-partitions,
then the following properties are satisfied:

(i) If B <C, then H,(A|C) < H,(A|B);

(ii) Ho(BVC|A) = Ho(B|A)+ H,(C|BV A).
Proof. Let A = {(a,,v4,),
B = {(MB17VB1)7'--7

{(M017V01)a ooy (BCs VR ) -
there exists a partition {I(1), ...

set {1,...,m} such that

D (e, ve,) =

te1())
D= 1))

(; x

tel(4) tel()

(/‘AMVA/C)}a
(NBZ7VBz)} and C =
Since B < C,
,I(1)} of the

(/"LBj’VBj) =

. Therefore

= > e,

tel(y)

for every j =1, ...,

and

l—vg, =1— > wve, +|I(j)|—-1=
tel(y)

= Z (1_Vct)

tel(y)

for every j = 1,...,1. So we obtain

B = {pBys -} <{pcy, .o, = Void

and
Bﬁ = {1 - VB17-'-71 — VBZ} S

<{l-ve,...1—vg,} =Ch
By [12]

H(A|C") < H(A’|B’) and

H(A|CY) < H(A*(BY)
and then
Ho(AIC) = (1 — a)H(A|C°) + aH(A*CH) <
< (1—a)H(A|B) + aH(AB') = H,(A|B).
Finally, since
H(B Vv C|A) = H(B|A") + H(C’|B v A)
and
H(B' v CH A% = H(B|AY) + HY(CYBF v AY)
we have
H,(BVC|A) =
=(1—)H(B V| A) + aH(B v C*| A% =
=(1—)HB|A)+ (1 - a)H(C|B v A)+
+aH (B} A" + aHY(CH B v AY) =
= H,(BJA) + H,(C|BV A).

4 Entropy on IF-dynamical
systems

Proposition 4.1 For any IF-partition A

there exists
n—1
(\/ T’(.A)) .

1=0

1
lim —H,

n—oo n

Proof. By Proposition 2.5 H,(B VvV C) <
H,(B) + H,(C) for any IF-partitions B and

n .

C. Put a, = H, ( V T’(.A)) for any n € N.
i=0

Then aptm < ap + ap, for every n,m € N

and this property guarantees the existence of

limit

1 1 n—1
lim —a, = lim —H, <\/ TZ(.A)> :

n—oo N, n—oo N, 0
1=

Proceedings of IPMU'08



Definition 4.2 For every IF-partition A we
define

ha(A 7) = lim 2, (TL\_/1 Ti(A)>

=0

and, if G C M is an arbitrary set, then the
entropy of IF-dynamical system (F,mq,7) is

Ghao(7) = sup{hqa(A,7); A is an IF-partition,
A C G}.

Example 4.3 Let (2,S,P,T) be a dynam-
ical system, 7((pua,v4)) = (paoT,vaoT),
G ={(xa,1—xa4); A € §}. Then the entropy
of IF-dynamical system (F,mq,T) ghao(T) =
h(T) is the Kolmogorov-Sinaj entropy.

Since

then we have
ha(A,7) = (1 — a)h(A’, 7) + ah( A%, 7).

Theorem 4.4 Let C = {Cy,...,C:} be a
measurable partition of {2 being a genera-

tor, i.e. o ( U Ti(C)> = S. Then for every
=0

IF-partition A = {(pa,,va,),..., (ra,.va,)}
there holds

ha(A,7) < ho(C, 7))+

k
+/Q (;(1 —a)p(pa,) + ap(l — yAi)> dP.

Proof. See [5].

Of course this IF-entropy has the following
defect.

Proposition 4.5 Let G = {(p, 1 —p); p(w) =
c€[0,1] for all w € Q} C F, then

Gha(T) = 0.

Proof. Pt 4 = (11~ D), (11 - D)
where k € N. Then A’ = A* = {1/k,...,1/k}
and

AV T(A) = APV (AR = {1/k%, . 1)K},
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hence
H(A v 7(A)) = H(A v 7(AY) =

k21

1
= _Zﬁbgﬁ = 2logk,
i=1
and
Hy(AVT(A)) =2logk.
Similarly
n—1 ]
H, (\/ TZ(.A)> =nlogk,
i=0

hence

ha(A,7) =logk.

Since k¥ € N was arbitrary, we obtain
cha(T) > logk for every k.  Therefore
Gha(T) = 0.

To eliminate this defect we used the Malicky-
Riec¢an modification of the notion of entropy
(see [12]).

5 Malicky-Riecan entropy on
IF-dynamical systems

Definition 5.1 Let A be an IF-partition.
Then we define its Malicky-Riecan entropy by
the formula

Ho (A, 7(A),...,m™(A) =

=inf{H,(C);C > A,C > 7(A),...,.C>TF(A)}.

Proposition 5.2 There exists

lim ~ Ho (A, 7(A), .., 71 (A)).

n—oo n
Proof. Put

an = Hy(A, 7(A), ..., Tn_l(.A)).

< Ho(A,7(A), .., 7" H(A)+
+Hy (" (A), 7" A), ..., 7T A)) =
Ho(A, 7(A), ..., 7" (A)+
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Ho(A, 7(A), oo, 7L A)) = ap + am.

This property guarantees existence of

lim ~ Ho (A, 7(A), ..

n—oo n

LT H(A)).

Definition 5.3 For an IF-partition A define
the entropy

(A7) = Tim ~ (A, 7(A), ...

n—o0 N

7" H(A)),

and for arbitrary G C F the Malicky-Riecan
entropy of an IF-dynamical system (F, mq, 7)
by the formula

Gha(T) = sup{ha(A, 7); A is an IF-partition,
A C G}

Proposition 5.4 It holds h(T) < gha(7) <
Gha(T) if G = {(XE: 1-— XE);E c S}

Proof. If A is an IF-partition, then by Propo-
sition 2.2

Ho (A, 7(A),...,7" 1 (A)) <

( v 7 )) and oha(r) < chal(r).
IfG= {(XE, — xg); E € S}, then for every
crisp partition A the relations A <C,7(A) <

Cyoy " HA) < C imply \/ A) < C.

Hence H, (\/ (A )) ;_ H,(C), and

hoa(A,7) < ho(A,7), and R(T) < gha(T)

(see Example 4.3).

hence

Theorem 5.5 Let G consists of all IF-
events of the form Z ai(xg;,1 —

{E1,..,E,} is a set partltlon of Q and a; €
[0,1] ﬂQ Then hg(r) = h(T).

XE, ), where

(A7) = lim S H, (A, 7(A), ...

Proof. 1t suffices to prove hg(r) < h(T). Let
A = {(na,,va,), . (1a,,,va,,)} be an IF-
partition. Every (ua;,va;);j = 1,2,...,m is
of the form

nj

Z aij(XEw 11— XEi)7

i=1

0,1]NQ and B={E,....,E,} is
a set partition. There are natural s;; and inte-
gers p;j € {0,1, ..., 555} such that a;; = p;j/s4j.
Let s be the smallest common multiple of all
sijit=1,...,nand j = 1,...,m. There are in-
tegers r;; € {0,1,..., s} such that a;; = r;;/s.
Denote by B, the set partition

where a;; €

BVTYB)V..vT- "B,

which consists of some measurable sets
{U1,...,U;}. Let A;; be an IF-event defined
by the formula

1 .
Aij = ;(XEN 1—xg)ii=1,..
If A, = {Aij;i = 1,...,n,5 = 1,...,m}, then
An 2 TZ(A) for all ¢ = 07]-5"-7” - 1. SO we
have

Ho (A, 7(A), ..., 7" Y (A) < H(A,) =

:_ZZ P(Uj):

=1 j5=1 $

_ —isP(Uj)

j=1

(log P(Uj) —log s) =

S

k

k
=Y P(Uj)log P(U;) +>_ P(U;)log s =
j=1

J=1

logs—ZP

Since s does not depend on n, we have

i)log P(U;) =logs+H(By).

T"H(A) <

n—oo n

< Jim (504 2 H(B,)) -
n

n—00 n

n—oo n,

=0+ lim H(\/T ):h(B,T).
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This implies the inequality gha(7) < h(T)
and the equality ghe (1) = h(T).
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