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#### Abstract

In [2] K. T. Atanassov and B. Riečan studied a new type of probability on the family of IF-events $\mathcal{N}=$ $\left\{\left(\mu_{A}, \nu_{A}\right) ; \mu_{A}, \nu_{A}: \Omega \rightarrow[0,1], \mu_{A}+\right.$ $\left.\nu_{A} \leq 1\right\}$, where $\mu_{A}, \nu_{A}$ are $\mathcal{S}$ measurable functions, using following pair of connectives $$
\begin{aligned} a \oplus b & =a+b-a \cdot b, \\ a \odot b & =a \cdot b \end{aligned}
$$

They called it the P-probability. In this paper we define three types of convergence of P-observables. We show the relation between convergence of P-observables and convergence of corresponding random variables. Keywords: Convergence in distribution, Convergence in measure $m$, Convergence $m$-almost everywhere, P-probability, P-observable.


## 1 Introduction

Recently the probability on IF-events has been constructed. Let $(\Omega, \mathcal{S}, P)$ be a classical probability space. An IF-event $A=\left(\mu_{A}, \nu_{A}\right)$ is a couple of $\mathcal{S}$-measurable function with respect to a $\sigma$-algebra of subsets of $\Omega$ such that $\mu_{A}(\omega)+\nu_{A}(\omega) \leq 1$ for each $\omega \in \Omega([1])$.
In [4] P. Grzegorzewski and E. Mrówka defined the probability on the family $\mathcal{N}=\left\{\left(\mu_{A}, \nu_{A}\right) ; \mu_{A}, \nu_{A}\right.$ are $\mathcal{S}-$
measurable and $\left.\mu_{A}+\nu_{A} \leq 1\right\}$ as a mapping $\mathcal{P}$ from the family $\mathcal{N}$ to the set of all compact intervals in $\mathbf{R}$ by the formula

$$
\mathcal{P}\left(\left(\mu_{A}, \nu_{A}\right)\right)=\left[\int_{\Omega} \mu_{A} d P, 1-\int_{\Omega} \nu_{A} d P\right] .
$$

This IF-probability was axiomatically characterized by B. Riečan (see[13]).
More general situation was studied in [12], where author introduced the notion of IFprobability on the family $\mathcal{F}=\{(f, g) ; f, g \in$ $\mathcal{T}, \mathcal{T}$ is Lukasiewicz tribe and $f+g \leq 1\}$ as a mapping $\mathcal{P}$ from the family $\mathcal{F}$ to the family $\mathcal{J}$ of all closed intervals $[a, b]$ such that $0 \leq a \leq b \leq 1$. Variant of Central limit theorem and Weak law of large numbers were proved as an illustration of method applied on these IF-events. It can see in the papers [10], [11].
More general situation was used in [9]. The authors defined the probability on the family $\mathcal{M}=\{(a, b) \in M, a+b \leq u\}$, where $M$ is $\sigma$ complete MV-algebra, which can be identified with the unit interval of a unique $\ell$-group $G$ with strong unit $u$, in symbols,

$$
M=\Gamma(G, u)=([0, u], 0, u, \neg, \oplus, \odot)
$$

where

$$
\begin{aligned}
{[0, u] } & =\{a \in G ; 0 \leq a \leq u\}, \\
\neg a=u-a & , \quad a \oplus b=(a+b) \wedge u, \\
a \odot b & =(a+b-u) \vee 0
\end{aligned}
$$

(see [15]). We say that $G$ is the $\ell$-group (with strong unit $u$ ) corresponding to $M$.

By an $\ell$-group we shall mean a lattice-ordered Abelian group. For any $\ell$-group $G$, an element $u \in G$ is said to be a strong unit of $G$, if for all $a \in G$ there is an integer $n \geq 1$ such that $n u \geq a$. Convergence of IF-observables and Strong law of large numbers for IF-events were proved as an illustration of method applied on these IF-events. It can see in the papers [6], [7].
Later M. Krachounov defined an IFprobability theory based on the connectives

$$
\begin{aligned}
& a \oplus b=\max (a, b) \\
& a \odot b=\min (a, b)
\end{aligned}
$$

(see [5]). B. Riečan called it M-probability theory and he studied the notion of Mobservable and the notion of joint M observable. He proved the Central limit theorem for this kind of independent IFobservables, too. It can see in a paper [14].

In [2] K. T. Atanassov and B. Riečan studied a new type of probability on the family of IFevents
$\mathcal{N}=\left\{\left(\mu_{A}, \nu_{A}\right) ; \mu_{A}, \nu_{A}: \Omega \rightarrow[0,1], \mu_{A}+\nu_{A} \leq 1\right\}$, where $\mu_{A}, \nu_{A}$ are $\mathcal{S}$-measurable functions, using following pair of connectives

$$
\begin{aligned}
& a \oplus b=a+b-a \cdot b \\
& a \odot b=a \cdot b
\end{aligned}
$$

They called it the P-probability and they proved the Central limit theorem.

In this paper we define three types of convergence of P-observables. We show the relation between convergence of P-observables and convergence of corresponding random variables. In Section 2 we introduce the operations on $\mathcal{N}$ and $\mathcal{J}$, where $\mathcal{J}$ is the family of all closed intervals $[a, b]$ such that $0 \leq a \leq b \leq$

1. We introduce the notion of P-probability on $\mathcal{N}$ and the notion of independence of P observables, too.

## 2 Basic notions

Now we introduce operations on $\mathcal{N}$. Let $A=$ $\left(\mu_{A}, \nu_{A}\right), B=\left(\mu_{B}, \nu_{B}\right)$. Then we define
$A \oplus_{P} B=\left(\mu_{A}+\mu_{B}-\mu_{A} \cdot \mu_{B}, \nu_{A} \cdot \nu_{B}\right)$,

$$
A \odot_{P} B=\left(\mu_{A} \cdot \mu_{B}, \nu_{A}+\nu_{B}-\nu_{A} \cdot \nu_{B}\right)
$$

If $A_{n}=\left(\mu_{A_{n}}, \nu_{A_{n}}\right)$, then we write

$$
A_{n} \nearrow A \Longleftrightarrow \mu_{A_{n}} \nearrow \mu_{A}, \nu_{A_{n}} \searrow \nu_{A}
$$

An P-probability $\mathcal{P}$ on $\mathcal{N}$ is a mapping from $\mathcal{N}$ to the family $\mathcal{J}$ of all closed intervals $[a, b]$ such that $0 \leq a \leq b \leq 1$. Here we define

$$
\begin{gathered}
{[a, b]+[c, d]=[a+c, b+d]} \\
{\left[a_{n}, b_{n}\right] \nearrow[a, b] \Longleftrightarrow a_{n} \nearrow a, b_{n} \nearrow b .}
\end{gathered}
$$

By an P-probability on $\mathcal{N}$ we understand each function $\mathcal{P}: \mathcal{N} \rightarrow \mathcal{J}$ satisfying the following properties:
(i) $\mathcal{P}((1,0))=[1,1] ; \mathcal{P}((0,1))=[0,0]$;
(ii) if $A \odot_{P} B=(0,1)$ and $A, B \in \mathcal{N}$, then $\mathcal{P}\left(A \oplus_{P} B\right)=\mathcal{P}(A)+\mathcal{P}(B) ;$
(iii) if $A_{n} \nearrow A$, then $\mathcal{P}\left(A_{n}\right) \nearrow \mathcal{P}(A)$.

By an P-state we understand each mapping $m: \mathcal{N} \rightarrow[0,1]$ satisfying the following properties:
(i) $m((1,0))=1, m((0,1))=0$;
(ii) $A \odot_{P} B=(0,1) \Longrightarrow m\left(A \oplus_{P} B\right)=$ $m(A)+m(B)$;
(iii) $A_{n} \nearrow A \Longrightarrow m\left(A_{n}\right) \nearrow m(A)$.

The next important notions are the notion of P-observable and the notion of independence.
By an P-observable on $\mathcal{N}$ we understand any mapping $x: \mathcal{B}(\mathbf{R}) \rightarrow \mathcal{N}$ satisfying the following conditions:
(i) $x(\mathbf{R})=(1,0), x(\emptyset)=(0,1)$;
(ii) if $A \cap B=\emptyset$, then $x(A) \odot_{P} x(B)=(0,1)$ and $x(A \cup B)=x(A) \oplus_{P} x(B)$;
(iii) if $A_{n} \nearrow A$, then $x\left(A_{n}\right) \nearrow x(A)$.

By an joint P-observable of P-observables $x, y: \mathcal{B}(\mathbf{R}) \rightarrow \mathcal{N}$ we understand each mapping $h: \mathcal{B}\left(\mathbf{R}^{2}\right) \rightarrow \mathcal{N}$ satisfying the following conditions:
(i) $h\left(\mathbf{R}^{\mathbf{2}}\right)=(1,0), h(\emptyset)=(0,1)$;
(ii) if $A \cap B=\emptyset$, then $h(A) \odot_{P} h(B)=(0,1)$ and $h(A \cup B)=h(A) \oplus_{P} h(B)$;
(iii) $A_{n} \nearrow A \Longrightarrow h\left(A_{n}\right) \nearrow h(A)$;
(iv) $h(C \times D)=x(C) \cdot y(D)$ for any $C, D \in$ $\mathcal{B}(\mathbf{R})$.

Here $C \cdot D=\left(\mu_{C}, \nu_{C}\right) \cdot\left(\mu_{D}, \nu_{D}\right)=\left(\mu_{C} \cdot \mu_{D}, 1-\right.$ $\left.\left(1-\nu_{C}\right) \cdot\left(1-\nu_{D}\right)\right)$.

We say that $\mathbf{P}$-observables $x_{1}, \ldots, x_{n}$ are independent, if for each $C_{1}, \ldots, C_{n} \in \mathcal{B}(R)$ holds
$m\left(h_{n}\left(C_{1} \times \ldots \times C_{n}\right)\right)=m\left(x_{1}\left(C_{1}\right)\right) \cdot \ldots \cdot m\left(x\left(C_{n}\right)\right)$, where $h_{n}: \mathcal{B}\left(\mathbf{R}^{n}\right) \rightarrow \mathcal{N}$ is the joint P observable of P -observables $x_{1}, \ldots, x_{n}$ and $m: \mathcal{N} \rightarrow[0,1]$ is the P-state.

## 3 Convergence on P-probability

In this section we introduce the notion of a function of several P-observables and define three types of convergence for P-observables. We show the relation between convergence of sequence of P-observables and sequence of corresponding random variables, too.

If we have several independent observables and a Borel measurable function, we can define the observable, which is the function of several observables. About this says the following definition.

Definition 3.1 Let $x_{1}, \ldots, x_{n}: \mathcal{B}(\mathbf{R}) \rightarrow \mathcal{N}$ be the independent $P$-observables and $g_{n}$ : $\mathbf{R}^{n} \rightarrow \mathbf{R}$ be a Borel measurable function. Then the $P$-observable $y_{n}=g_{n}\left(x_{1}, \ldots, x_{n}\right)$ : $\mathcal{B}(\mathbf{R}) \rightarrow \mathcal{N}$ is defined by the equality

$$
y_{n}=h_{n} \circ g_{n}^{-1}
$$

where $h_{n}: \mathcal{B}\left(\mathbf{R}^{n}\right) \quad \rightarrow \mathcal{N}$ is the $n$ dimensional $P$-observable (joint $P$-observable of $x_{1}, \ldots, x_{n}$ ).

Example 3.2 Let $x_{1}, \ldots, x_{n}: \mathcal{B}(\mathbf{R}) \rightarrow \mathcal{N}$ be independent $P$-observables and $h_{n}: \mathcal{B}\left(\mathbf{R}^{n}\right) \rightarrow$ $\mathcal{N}$ be their joint $P$-observable. Then

1. the $P$-observable $y_{n}=\frac{\sqrt{n}}{\sigma}\left(\frac{1}{n} \sum_{i=1}^{n} x_{i}-a\right)$ is defined by the equality

$$
y_{n}=h_{n} \circ g_{n}^{-1}
$$

where $g_{n}\left(u_{1}, \ldots, u_{n}\right)=\frac{\sqrt{n}}{\sigma}\left(\frac{1}{n} \sum_{i=1}^{n} u_{i}-a\right)$;
2. the $P$-observable $y_{n}=\frac{1}{n} \sum_{i=1}^{n} x_{i}$ is defined by the equality

$$
y_{n}=h_{n} \circ g_{n}^{-1}
$$

where $g_{n}\left(u_{1}, \ldots, u_{n}\right)=\frac{1}{n} \sum_{i=1}^{n} u_{i}$;
3. the $P$-observable $y_{n}=\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-E\left(x_{i}\right)\right)$ is defined by the equality

$$
y_{n}=h_{n} \circ g_{n}^{-1}
$$

where
$g_{n}\left(u_{1}, \ldots, u_{n}\right)=\frac{1}{n} \sum_{i=1}^{n}\left(u_{i}-E\left(x_{i}\right)\right)$.

Also we need the notion of P-distribution function.

Definition 3.3 Let $m: \mathcal{N} \rightarrow[0,1]$ be an $P-$ state and $x: \mathcal{B}(\mathbf{R}) \rightarrow \mathcal{N}$ be an $P$-observable. Then a mapping $F: \mathbf{R} \rightarrow[0,1]$ defined by formula

$$
F(t)=m \circ x((-\infty, t))
$$

for each $t \in \mathbf{R}$, is called a distribution function.

Definition 3.4 Let $\left(y_{i}\right)_{1}^{\infty}$ be a sequence of $P-$ observables and $m$ be an $P$-state.
(i) The sequence is said to be convergent in distribution to a function $F: \mathbf{R} \rightarrow[0,1]$ if for each $t \in \mathbf{R}$

$$
\lim _{n \rightarrow \infty}\left(m \circ y_{n}\right)((-\infty, t))=F(t)
$$

(ii) The sequence is said to be convergent in measure $m$ to 0 if for each $0<\varepsilon, \varepsilon \in \mathbf{R}$

$$
\lim _{n \rightarrow \infty}\left(m \circ y_{n}\right)((-\varepsilon, \varepsilon))=1
$$

(iii) We say that the sequence converges malmost everywhere to 0 , if
$\lim _{p \rightarrow \infty} \lim _{k \rightarrow \infty} \lim _{i \rightarrow \infty} m\left(\bigwedge_{n=k}^{k+i} y_{n}\left(-\frac{1}{p}, \frac{1}{p}\right)\right)=1$.
Theorem 3.5 Let $\left(y_{i}\right)_{1}^{\infty}$ be a sequence of $P$ observables, $y_{n}: \mathcal{B}(R) \rightarrow \mathcal{N}, h_{n}: \mathcal{B}\left(\mathbf{R}^{n}\right) \rightarrow$ $\mathcal{N}$ their joint $P$-observable. For each $n=$ $1,2, \ldots$ let $g_{n}: \mathbf{R}^{n} \rightarrow \mathbf{R}$ be a Borel function. Let further the $P$-observable $y_{n}: \mathcal{B}(\mathbf{R}) \rightarrow \mathcal{N}$ be given by $y_{n}=h_{n} \circ g_{n}^{-1}=g_{n}\left(x_{1}, \ldots, x_{n}\right)$, $n=1,2, \ldots$. Then there exists a probability space $(X, \mathcal{S}, P)$ and a sequence $\left(\xi_{n}\right)_{1}^{\infty}$ of random variables, $\xi_{n}: X \rightarrow \mathbf{R}$ such that if $\eta_{n}=g_{n}\left(\xi_{1}, \ldots, \xi_{n}\right), n=1,2, \ldots$, then
(i) the sequence $y_{1}, y_{2}, \ldots$ converges in distribution to a function $F$ if and only if so does the sequence $\eta_{1}, \eta_{2}, \ldots$;
(ii) $y_{1}, y_{2}, \ldots$ converges to 0 in measure $m$ if and only if $\eta_{1}, \eta_{2}, \ldots$ converges to 0 in measure $P$;
(iii) if $\eta_{1}, \eta_{2}, \ldots$ converges $P$-almost everywhere to 0 , then $y_{1}, y_{2}, \ldots$ converges $m$ almost everywhere to 0 .

Proof. Put $X=\mathbf{R}^{N}, \mathcal{S}=\sigma(\mathcal{C})$, where $\mathcal{C}$ is the family of all cylinders in $R^{N}$. Put $m_{n}=$ $m \circ h_{n}$. Then $\left\{m_{n} ; n \in N\right\}$ form a consistent family of probability measures $m_{n}: \mathcal{B}\left(\mathbf{R}^{n}\right) \rightarrow$ $[0,1]$, i.e.
$m_{n+1}(A \times R)=m_{n}(A), A \in \mathcal{B}\left(\mathbf{R}^{n}\right), n=1,2, \ldots$
By the Kolmogorov theorem there exists exactly one probability measure $P: \sigma(\mathcal{C}) \rightarrow$ $[0,1]$ such that

$$
P \circ \pi_{n}^{-1}=m_{n}, n=1,2, \ldots
$$

where $\pi_{n}: \mathbf{R}^{N} \rightarrow \mathbf{R}^{n}$ is the projection. Put
$\left.\xi_{n}: \mathbf{R}^{N} \rightarrow \mathbf{R}, \xi_{n}\left(\left(u_{i}\right)_{i=1}^{\infty}\right)\right)=u_{n}, n=1,2, \ldots$
Then

$$
\begin{aligned}
P\left(\eta_{n}^{-1}(A)\right) & =P\left(\left(g_{n}\left(\xi_{1}, \ldots, \xi_{n}\right)\right)^{-1}(A)\right)= \\
& =P\left(\pi_{n}^{-1}\left(g_{n}^{-1}(A)\right)\right)= \\
& =m\left(h_{n}\left(g_{n}^{-1}(A)\right)\right)=m\left(y_{n}(A)\right)
\end{aligned}
$$

Therefore

$$
\begin{aligned}
m\left(y_{n}(-\infty, t)\right) & =P\left(\eta_{n}^{-1}(-\infty, t)\right) \\
m\left(y_{n}((-\varepsilon, \varepsilon))\right) & =P\left(\eta_{n}^{-1}((-\varepsilon, \varepsilon))\right)
\end{aligned}
$$

what implies (i) and (ii). Let now $\eta_{n}$ converges to $0 P$-almost everywhere. We have

$$
\begin{aligned}
& P\left(\bigcap_{n=k}^{k+i} \eta_{n}^{-1}\left(\left(-\frac{1}{p}, \frac{1}{p}\right)\right)\right)= \\
= & m\left(h _ { k + i } \left(\bigcap _ { n = k } ^ { k + i } \left\{\left(t_{1}, .,,, t_{k+i}\right):\right.\right.\right. \\
& \left.\left.\left.g_{n}\left(t_{1}, \ldots, t_{n}\right) \in\left(-\frac{1}{p}, \frac{1}{p}\right)\right\}\right)\right) \leq \\
\leq & m\left(\bigwedge _ { n = k } ^ { k + i } h _ { k + i } \left(\left\{\left(t_{1}, \ldots, t_{k+i}\right):\right.\right.\right. \\
& \left.\left.\left.\left(t_{1}, \ldots, t_{n}\right) \in g_{n}^{-1}\left(\left(-\frac{1}{p}, \frac{1}{p}\right)\right)\right\}\right)\right)= \\
= & m\left(\bigwedge_{n=k}^{k+i} h_{n} \circ g_{n}^{-1}\left(\left(-\frac{1}{p}, \frac{1}{p}\right)\right)\right)= \\
= & m\left(\bigwedge_{n=1}^{k+i} y_{n}\left(\left(-\frac{1}{p}, \frac{1}{p}\right)\right)\right) .
\end{aligned}
$$

Therefore
$1 \leq \lim _{p \rightarrow \infty} \lim _{k \rightarrow \infty} \lim _{i \rightarrow \infty} m\left(\bigwedge_{n=k}^{k+i} y_{n}\left(\left(-\frac{1}{p}, \frac{1}{p}\right)\right)\right) \leq 1$,
hence $\left(y_{n}\right)_{n=1}^{\infty}$ converges to $0 m$-almost everywhere.

## 4 Conclusion

The paper is concerned in the P-probability theory. We showed that there exist relation between convergence of P-observables and convergence their corresponding random variables.
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