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Abstract

This paper presents an approach
to semantic Information Retrieval,
based on the use of a fuzzy concep-
tual structure, called Object-Fuzzy
Concept Network (O-FCN). It con-
sists of a set of objects ODB stored
in a database and of a Fuzzy Con-
cept Network (FCN), which is a
complete weighted graph, with edges
among concept nodes, we called cor-
relations. It was already introduced
and described an Information Re-
trieval Algorithm involving an O-
FCN. The algorithm is validated in
a classical, crisp, case versus a fuzzy
case. The users had the possibility
to assign weights of importance to
concepts modifiers in queries in or-
der for the system to produce more
relevant documents. For a better
evaluation it has been finally intro-
duced a new fuzzy accuracy measure
that allowed to improve the results.

Keywords: Semantic Informa-
tion Retrieval, Concept Modifiers,
Object-Fuzzy Concept Network,
Fuzzy Accuracy Measure.

1 Introduction

In the Semantic Web area of research, atten-
tion has recently been focused in two direc-
tions: understanding the requests from the
users and finding documents that best satis-
fied their requests. An increasing number of

approaches have been presented in concept-
based Information Retrieval [1]. We pro-
posed to combine fuzzy ontologies to objects
(stored in a data base) in order to search new
documents semantically correlated to user’s
queries. The result is an Information Re-
trieval algorithm that is tested in the crisp
versus the fuzzy case. Besides the fuzzy recall
and fuzzy precision criteria, it is introduced a
fuzzy accuracy measure to better evaluate the
algorithm.

2 A new way of using concept
modifiers

Humans typically use adverbs like very or
more or less to formulate requests. For in-
stance, in a e-commerce context, it is crit-
ical to distinguish between a customer who
is interested in technical details and one who
is very interested in these details. In [2]
Zadeh introduced so-called linguistic hedges
that could be viewed as operators acting on
a fuzzy set representing the meaning of its
operand. In detail, he has been defining preci-
sion concept modifiers. These linguistic hedge
operations can be classified into two cate-
gories: concentration and dilation. The effect
of dilation is opposite to that of concentration.
The result of applying a concentration oper-
ator to a fuzzy set results in the reduction in
the magnitude of the grades of membership,
which is relatively large for elements with low
membership. Technically, Zadeh achieves this
by simply raising the degree of membership
to the β-th power, where β > 1 (for concen-
tration operator) is a constant. For example,
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for very it is usually assigned β = 2 and so,
if “Cabernet has a dry taste with value 0.8”,
then “Cabernet has a very dry taste” will have
value 0.64 (i.e., 0.82 = 0.64).
Obviously, we obtain an opposite effect using
dilation operator. Indeed, a dilation operator
raises the degree of membership to the β-th
power, where 0 < β < 1, thereby increasing
the degree of membership of elements with
small value.

As previously said, humans use linguistic ad-
verbs and adjectives to specify their interests
and needs. For example, a user can be inter-
ested in finding in a web portal “a very fast
car”, “a wine with a very astringent taste”,
and so on. So that the necessity to handle
the richness of natural languages used by hu-
mans emerges.
In this paper, we propose a new use of preci-
sion concept modifiers. The idea is to give the
possibility to the user to attribute a weight to
a concept written in a query. In this way,
the weight assigns a different importance to
each concept and so, during the calculation
of relevance, the document having the con-
cept with a major weight will be more rele-
vant than another document identified with
a concept associated with a lower weight. In
the literature, one can find a lot of models in
which a user can assign a weight to queries.
But, in our approach we utilise the semantic
features of concept modifiers (for an example,
see SubSection 3.2).

2.1 Path Discovery Query

Path discovery query [3] is the most powerful
and arguably the most interesting form of se-
mantic queries. This type of query involves a
number of entities (possibly just a pair of con-
cepts) and attempts to return a set of paths
(including relationships and intermediate con-
cepts) that connect the concepts in the query.
Each computed path represents a semantic as-
sociation of the named concepts.
Formally, a query has the form q =
mβ1C1,mβ2C2, . . . ,mβnCn where Ci ∈ C are
concepts of a fuzzy ontology and mβi

defines a
precision concept modifier. Using these short
queries we utilised a simple model where it

is not necessary to have a common parser in
order to understand and interpret the user’s
queries.
In this work, we have adopted the Khang et
al.’s [4] algorithm in order to give a semantic
interpretation (i.e., a specific degree according
to the context) to the concept modifiers. In-
deed, this algorithm allows to define a concept
modifier with a length not known a priori. For
example, given a finite set of fuzzy modifiers
like little, very, a possible set of combinations
will be very very little, little, very very . . ..
In this way a dynamic set of modifiers, not
predictable by the expert, can be obtained.
For the new methodology proposed in this pa-
per, we have to use precision concept modi-
fiers in an opposite situation than the one pre-
sented in the literature (see SubSection 2.2).

2.2 O-FCN

In the Semantic Web domain, a crucial topic
is to define a dynamic knowledge of a do-
main adapting itself to the context. A goal
is to retrieve semantic information in order
to satisfy the user’s query. Indeed, an in-
creasing number of approaches to Informa-
tion Retrieval have proposed models based
on concepts rather than on keywords in the
last years. In [5] it has been proposed a sys-
tem that allows to achieve these objectives
using a new non-taxonomic fuzzy relation,
named correlation (here corr). It consists
in the determination of a semantic correla-
tion among the concepts that are searched
together, for example, in a query or when a
document has been inserted into a database.
The notion of Fuzzy Concept Network (FCN)
is properly suited for path discovery semantic
query. Indeed navigating it, new non a pri-
ori predictable semantic associations among
concepts are obtained. The FCN is extended
incorporating Database Objects so that, con-
cepts and information can similarly be repre-
sented in the network [6].

Definition
An Object-Fuzzy Concept Network (O-FCN)
is a weighted graph Nfo = {ODB,Nf}, where
ODB is the set of the objects stored in the
database and Nf = {C, F,m} is a Fuzzy Con-
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cept Network (FCN). Each object is described
by the concepts of the FCN , i.e. ∀oi ∈
ODB oi = {c1, . . . , cn} where ci, . . . , cn ∈ C.

The set ODB identifies all the information
that is contained into the database, such as
documents, digital pictures, videos, and so
on. In this work we don’t have investigated
the indexing problem. In a concept-based In-
formation Retrieval model the meaning of a
text (or document) depends on conceptual re-
lationships among concepts. Thus, to deter-
mine which are the representative concepts of
an object is a crucial topic. At the moment,
in this approach, we have directly analysed
the database where this phase has been just
performed.

Figure 1: An example of an O-FCN.

In this case, the edges of the O-FCN define the
correlation relationships between concepts in
C, i.e F := corr, where corr : C×C 7→ [0, 1].
The different thickness of the links identifies
how strongly the concepts are correlated. The
thicker the link the more correlated are the
two concepts (i.e. the closer to 1 is the fuzzy
value).

In [6] it has been introduced and described
an Information Retrieval algorithm using O-
FCN. This algorithm allows to derive a unique
path among the concepts involved in the
query in order to obtain the maximum se-
mantic associations in the knowledge domain.
Now a very general step-by-step description
of this new algorithm [7] is given below (see
also Fig. 2):

The O-FCN has been involved in all the steps
of the algorithm in order to semantically en-
rich the results that were obtained. The al-

’O-FCN’-IR Search ( Eq : concept vector )
1: ’O-FCN’-based Eq expansion
2: ’O-FCN’-based documents extraction
3: ’O-FCN’-based relevance calculation
return ranking of the documents

Figure 2: New Information Retrieval Algo-
rithm using O-FCN

gorithm input is a vector Eq identifying the
terms in the query. The O-FCN is used to
calculate the relevance of the documents in
order to sort them in decreasing order. In
particular, thanks to the O-FCN characteris-
ing functions F and m, the weights for the
concepts ci in each selected document are de-
termined according to the following equation:

w(ci) = m(ci)
1

βci ·
∑

cj∈K,cj 6=ci
[F (ci, cj)]

1
βci,cj

l2ci

·
(1)

where K is the set of the concepts identi-
fied by the specific document, βci,cj ∈ R is a
precision concept modifier value used to alter
the fuzzy value associated with the concepts.
In this application F (ci, cj) = corr(ci, cj),
m(ci) = corr(ci, ci) and lci is the level of
the concept. The level stores the position
of the concept into the graph itself: the
greater this value the more semantically dis-
tant are the words written into the query.
In this formula the precision concept modi-
fiers are used in contrast with the classic ap-
proach presented in Section 2. For example,
let us consider the query q := car, very red
where red in the O-FCN has value of 0.2,
i.e. corr(red, red) := 0.2. In the classical ap-
proach we obtain 0.22 := 0.04, where squar-
ing is the interpretation of very. But in this
new approach a user might be interested in
finding information about car having mainly
color red. So, in the new system we have
0.2

1
2 ≃ 0.45 (as default, the concept car is

assigned β = 1). In this way, the document
will have a relevance value higher than the one
from the usual methodology.

From another point of view, in our case, what
is usually considered as a concentration mod-
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ifier becomes a dilation modifier and vice
versa.

3 Validation Test

This Section is divided as follows: in the first
part it is introduced the environment for the
experiment related with the approach pro-
posed in the previous Section, whereas in the
second part the analytic study is reported.

3.1 Description of the experiment

A creative learning environment is the con-
text chosen to test the new Information Re-
trieval algorithm based on O-FCN. In partic-
ular, the ATELIER (Architecture and Tech-
nologies for Inspirational Learning Environ-
ments) project has been considered. ATE-
LIER is an EU-funded project that was part
of the Disappearing Computer initiative. The
aim of this project was to build a digitally
enhanced environment, supporting a creative
learning process in architecture and interac-
tion design education. The work of the stu-
dents was supported by many kinds of de-
vices (e.g., large displays, RFID technology,
barcodes, . . . ) and a hyper-media database
(HMDB) has been used to store all digital ma-
terials produced. Every day the students have
created a very large amount of documents and
artifacts and they collected a lot of material
(e.g., digital pictures, notes, videos, and so
on). In this context, it emerges that the evo-
lution of the O-FCN is mainly given by the
words of the documents inserted in a HMDB
and from the concepts written during the def-
inition of a query by the students.

We have studied the dynamic evolution of
the O-FCN by examining 485 documents
and 200 queries of the students (a his-
tory file has been used). For each query
a user had the opportunity to include up
to 5 different concepts and the possibility
to semantically enrich his/her requests by
using the following list of concept modi-
fiers: {little, enough,moderately, quite, very,
totally}.
The algorithm previously presented has been

tested in two different situations: classical
and fuzzy approaches. In the first case, the
crisp situation has been reported assigning
value 1.0 to the correlations values and with-
out considering the concept modifiers into the
queries of the students. Instead, in the last
case, all the parameters described in this pa-
per have been considered.

3.2 Analytic Considerations

Now, all the analytic considerations evaluated
in our analysis are reported. Examining the
whole path that we have followed it is possible
to have a clearer vision of the final obtained
results.
Recall and precision measures are the usual
parameters used in Information Retrieval Sys-
tems (IRSs) in order to evaluate information
retrieval algorithms. In detail, recall measure
is defined as R := |RT∩RL|

|RL| , i.e. it is the pro-
portion of relevant documents (RL) that are
retrieved (RL), and precision measure is de-
fined as P := |RT∩RL|

|RT | , i.e. it is the pro-
portion of retrieved documents that are rel-
evant. These evaluations are mainly used to
compare algorithms involving different tech-
niques. Here, we investigated the same algo-
rithm in two different situations: crisp and
fuzzy cases. For this reason, fuzzy recall and
fuzzy precision [8] have been applied in our
validations [6]. In detail,

RF :=
∑

di∈Qθ
µQ(di)∑

di∈D µQ(di)
(2)

where D is the set of all documents, i.e. D :=
{d1, d2, . . . , dn−1, dn}, and Qθ is the θ− cut of
Q defined asQθ := {di ∈ D s.t. µQ(di) ≥ θ}.
Note that Qθ could be rewritten as RT (θ),
meaning that it is the (crisp) set of docu-
ments that are retrieved, above a threshold
θ. Moreover, all documents are relevant, but
Relevance is Fuzzy, so documents are relevant
with a degree (of course a degree equal to zero
for a document means that it is not relevant
at all).

PF :=
∑

di∈Qθ
µQ(di)

|Qθ| (3)
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Table 1 reports the average values of fuzzy
precision and fuzzy recall for the 200 queries
performed in the two approaches. Retrieved
documents are ranked up to a theta threshold
(θ). In particular, we have chosen three val-
ues of θ (0.35, 0.50 and 0.75) to validate the
algorithm in different situations. Ideally, high
precision and high recall values (for crisp and
fuzzy formulae) are both desired [9].

Table 1: Average values of Fuzzy Precision
and Fuzzy Recall in the fuzzy and crisp cases.

Fuzzy Case
θ value F. Precision F. Recall

0.35 0.573 0.612
0.50 0.602 0.523
0.75 0.912 0.221

Crisp Case
θ value F. Precision F. Recall

0.35 0.590 0.622
0.50 0.604 0.593
0.75 0.942 0.234

Table 1 reports non-significant differences, al-
though in the crisp case the values for both of
the two measures are always higher. So, ap-
parently, it can seem that by using the crisp
methodology better results than fuzzy ones
are obtained.

During this work, other exams were needed in
order to show that, by using a fuzzy approach,
accurate results were obtained. Indeed, in the
fuzzy case it has been observed a better vari-
ability of relevant documents. This result was
derived from the analysis of coefficient vari-
ance based on fuzzy precision measure (here
CVP ). In detail,

CVP := (
σ

PF
) · 100 (4)

where σ is the standard deviation calculated
on the relevance of the documents and PF is
the fuzzy precision. Thus, it is a useful statis-
tic for comparing the degree of variation from
one data series to another. In general, the
larger this number, the greater the variability
in data.

Analysing all the queries, it emerged that the
fuzzy methodology exhibits higher CVP val-
ues than the crisp one. This means that the
fuzzy approach identifies refined results. For
instance, we can examine the query number
69, i.e., q69 = “city, castle”. In this case
a user was interested in finding documents
where a “castle” is located into a “city”. For
θ = 35 we obtained 14 documents. Table 2
reports the two results for the crisp and fuzzy
cases.

Table 2: Relevant documents for θ = 35 and
query number 69.

Fuzzy Case
Relevance # Documents

100% 1
85% 1
50% 11
40% 1

Crisp Case
Relevance # Documents

100% 2
50% 12

Thus, by using a fuzzy methodology it ap-
peared a wider variability than in the crisp
case. This means that in the fuzzy approach
more accurate classifications of the informa-
tion are obtained. In fact, Figure 3 depicts
the difference of CVP between fuzzy and crisp
approaches with respect to the θ values as-
sumed (i.e. θ = 0.35, θ = 0.50 and θ = 0.75).
In the fuzzy case we can observe higher CVP

values for the fuzzy case, for all the queries
analysed. Thanks to this Figure the consid-
erations above are consolidated.

In this paper we now define and investigate a
new fuzzy measure for IRs, named fuzzy ac-
curacy. Indeed, precision and recall are mea-
sures from the domain of information retrieval
and they are focussed only on the class rele-
vant of the ranked information. There is no
interest in measuring the degree in which the
system does not retrieve irrelevant instances.
In the literature, Weiss and Kulikowski [10]
use a basic accuracy measure that is sim-
ply defined as the ratio of correctly assigned
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Figure 3: Trend of CVP value for each query.

items over the total of items. Namely, in
the crisp case, accuracy measure is defined as
A := (|RL∩RT |)∪(|R̄L∩R̄T |)

|D| , i.e. the fraction of
its classifications that are correct.

Thus, having proposed fuzzy precision and
fuzzy recall, we define now a fuzzy accuracy
measure as:

AF :=
∑

di∈Qθ
µQ(di) +

∑
di∈Q̄θ

(1− µQ(di))
|D|

(5)

Table 3 reports the average values of fuzzy
accuracy measures, for the different θ, as fol-
lows:

Table 3: Average values of Fuzzy Accuracy in
the fuzzy and crisp cases.

Fuzzy Accuracy
θ value Fuzzy Case Crisp Case

0.35 0.330 0.344
0.50 0.326 0.492
0.75 0.134 0.157

Also in this case, we obtained higher values
in the crisp evaluation than in the fuzzy one.
This result is coherent with the analysis of
Table 1 where, apparently, better results are
produced in the crisp situation.
A next step has been made and some new
empirical evaluations have been proposed. In-
deed, analysing CVP factors it is shown how
a major variability of relevance is obtained in
the fuzzy case. From another point of view,

this means that in the crisp case there are
groups of clusters of documents. Namely, in
the non-fuzzy situation higher relevance val-
ues than fuzzy ones are obtained. In Table 2
an example is reported. In this way, it is given
a possible explanation of the fact that we have
lower fuzzy precision and fuzzy recall values
in the fuzzy case, although a major identifi-
cation (or variability) of the documents rele-
vance is obtained. Thus, we have analysed the
relevance values in order to confirm this fact.
In Table 4 the average values of the weighted
arithmetic mean calculated on the documents
relevance for each query are reported. As ex-
pected in the crisp case higher relevance val-
ues than fuzzy ones are obtained.

Table 4: Average values of the weighted arith-
metic mean in the fuzzy and crisp cases.

Weighted arithmetic mean
θ value Fuzzy Case Crisp Case

0.35 44 % 46 %
0.50 48 % 49 %
0.75 51 % 53 %

Thus, we have made again the same analysis
(i.e., Fuzzy Precision, Fuzzy Recall and Fuzzy
Accuracy) considering new aspects. In partic-
ular, we have analysed queries where more or
less the same relevance for the fuzzy and crisp
case was obtained. Namely, we have calcu-
lated the difference of the weighted arithmetic
mean of the relevance on these cases and only
the queries having this value close to 0 have
been considered.
Accuracy is a measure often used for eval-
uating machine learning classification prob-
lems. In this case, we have an O-FCN that
evolves in time according to the content of
the queries. The goal of this dynamic be-
haviour is to adapt the O-FCN’s knowledge
to the context. So, we have also included, in
this new evaluation, the queries with a higher
fuzzy accuracy value in the fuzzy case than in
the crisp one. Table 5 reports fuzzy precision
and fuzzy recall given for this new analysis.

Now, the fuzzy case presents a better result
than the previous one (see Table 1). Thus,
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Table 5: Average values of Fuzzy Precision
and Fuzzy Recall in the fuzzy and crisp cases.

Fuzzy Case
θ value F. Precision F. Recall

0.35 0.585 0.717
0.50 0.621 0.701
0.75 0.925 0.224

Crisp Case
θ value F. Precision F. Recall

0.35 0.581 0.696
0.50 0.619 0.753
0.75 0.920 0.211

considering an analogous situation, the fuzzy
methodology reports some advantages.
Finally, we have calculated fuzzy accuracy
measures (see Table 6). It is evident that
a major correctness of relevance in the fuzzy
case is established. In particular, analysing
θ = 0.50 almost all of the queries are consid-
ered in the new evaluation. This means that
the fuzzy methodology allows to identify more
precisely the relevance of the documents. In
particular, it allows to better classify the in-
formation that is relevant for the users.

Table 6: Average values of Fuzzy Accuracy in
the fuzzy and crisp cases.

Fuzzy Accuracy
θ value Fuzzy Case Crisp Case

0.35 0.410 0.405
0.50 0.386 0.290
0.75 0.153 0.149

For example, examining the query number
142, i.e. q142 = “veryNapoleon, portrait”. In
this case a user was interested in finding doc-
uments about “Napoleon” and possibly hav-
ing some information on its “portrait”. Let
us note that this statement is correct using
the new semantics proposed in this paper. In-
deed, the user wants to find information where
the concept “Napoleon” is more important
than “portrait”. Using θ = 35 we obtained
254 documents. When a lot of documents is
obtained, a suited classification of their rele-

vance is needed. Indeed, in the fuzzy case a
higher fuzzy accuracy than in the crisp case
is obtained, i.e. AF := 0.482 and AF := 0.479
respectively.

Table 7 reports the two results for the crisp
and fuzzy cases.

Table 7: Relevant documents for θ = 35 and
query number 142.

Fuzzy Case
Relevance # Documents

71% 1
50% 156
49% 43
48% 13
45% 1
44% 2
43% 2
42% 12
41% 4
40% 6
39% 4
36% 8
35% 2

Crisp Case
Relevance # Documents

85% 1
50% 182
42% 71

In this case, not only a greater variability of
relevance is given in the fuzzy approach, but
also a major identification of relevance is ob-
tained. Let us consider the first document
where a different relevance value in the crisp
case and in the fuzzy case has been calculated.
In the non-fuzzy methodology this document
has been over estimated.
As previously said, in this new evaluation
some empirical considerations are given. But
it needs a deeper analysis: for instance, to
find an analogy between the fuzzy accuracy
measure and CVP analysis.
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4 Concluding Remaks

In this paper it has been proposed a new use
of precision concept modifiers. Users could
assign weights of importance in concepts in-
volved in queries, with the effect to better fit
their needs. In order to improve the evalua-
tion of our Information Retrieval algorithm,
we have introduced and defined a fuzzy accu-
racy measure. A wider use of this criteria will
be expected in future applications. In partic-
ular when comparing our algorithm to other
ones from the literature [11, 12], but this is a
future work.
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