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Abstract

Considered from data analysis and
dynamic optimization view point,
computer networks are massively
large and complex data domains
where analytical computation (e.g.
statistics) is, despite its needs, of-
ten found infeasible. In an attempt
to address the issues raised by such
domains, we are currently study-
ing Granular Computing, a newly
emerging paradigm, and its appli-
cation to Machine Learning. This
paper reports effectiveness of value
granulation (such as discretization
and quantization) in Machine Learn-
ing from aspects of complexity re-
duction, learning capability, and in-
telligent system development.

Keywords: Granular Computing,
Machine Learning, Complex Data
Domain.

1 Introduction

Considering the nature of massively large size
and high dimensionality (aka sparseness) of
data extracted from computer networks, Ma-
chine Learning and Data Mining approaches
are primarily considered. However, many
conventional approaches suffer not only from
extremeness of those natures but also from
its time-sensitive demands and thus result in
very limited practicality.
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We have been studying applications of Sup-
port Vector Machine (SVM) to the data set
for DARPA IDS evaluation project at MIT
Lincoln Lab[3]. This data set is generated,
for the purpose of evaluating intrusion detec-
tion systems, in a simulated networking envi-
ronment with various intrusive cases and con-
sisting of many large and highly dimensional
netlogs. Our previous findings are summa-
rized as follows:

Large-Scale SVM Learning We proposed
and studied a SVM learning method,
so-called ArraySVM]I5]. This out-
performs other conventional large-scale
SVM learning in both training time (two
to three times less) and classification ac-
curacy (by 10-20%).

Online SVM Learning We proposed and
studied an online learning method that
is slightly modified from Sequential Min-
imal Optimization (SMO) algorithm[4].
Our study showed that this online learn-
ing outperforms SVM classifiers trained
by conventional SMO by 10% and yields
simpler SVM classifiers in terms of the
number of support vectors. This en-
ables reinforcement of SVM learning in
a timely manner while maintaining qual-
ity performance.

To seek for more simplicity and unity in
our approaches, we are studying Granular
Computing[10, 1] as an underlying scheme
of Machine Learning in massively large and
complex data domains such as computer net-
works.  First, we applied Granular Com-
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puting to SVM, so-called Granular Support
Vector Machine (GSVM), in the same prob-
lem setting as the above large-scale SVM
learning[7]. Later, we extended this study
to a general framework of Machine Learn-
ing (binary classification problems)[6]. Our
study showed that classification accuracy with
Granular Computing scheme outperforms the
one without this scheme by 10-25%. We
also found that ArraySVM, our most outper-
forming large-scale SVM learning, is an in-
stance of this framework, and an extension of
ArraySVM with information granules based
on geometric proximity, so-called Granular
Expert SVM (GESVM), was proposed. It
was impressive that GESVM outperforms the
original ArraySVM by 5-10% and reached to
the classification accuracy of 99.5%.

We are now wondering about the cause of
outperformace as a result of Granular Com-
puting, in other words how Granular Com-
puting is effective in Machine Learning. In
this paper, we first discuss our scheme of con-
structing and modifying information granules,
and then its effectiveness in Machine Learning
from aspects of complexity reduction, learn-
ing capability, and intelligent system develop-
ment.

2 Information Granules

In brief, Granular Computing concerns the
processing of abstracted information entities,
so-called information granules. An informa-
tion granule is a collection of entities (data
points) that usually originate at the nu-
meric level and are arranged together due to
their similarity, functional adjacency, indis-
tinguishability, coherency, or the like[10, 1].

2.1 Representation

Representation of information granules may
vary depending on the type of granulation. In
many cases, we consider one of the following:
sets and intervals, rough sets, and fuzzy sets.

Fuzzy sets are capable of representing rough
sets, crisp sets, intervals, and values as their
spacial cases. When the membership function

856

of a fuzzy set pu(z) is either 0 or 1, that fuzzy
set is crisp. A rough set A is a construct of
two crisp sets, namely a lower approximation
A and an upper approximation A, in order to
approximate a target set T whose members
cannot be completely determined by given at-
tributes.

By  Decomposition (aka  Representation)
Theory[8], fuzzy set F' can be decomposed of
(i.e. represented as) a collection of crisp sets
F,, (so-called a-cut) such that

F=|J a-F, (1)

a€(0,1]

where a- Fy, is a special fuzzy set whose mem-
bership function is given by pa.r, () = « for
all z € F,.

There is a correspondence between a rough set
and a fuzzy set in terms of a-cut. For a target
set T and its rough set A =< A, A >, T
corresponds to Fy,, A corresponds to F,,, and
A corresponds to Fy, where s > a9 > oy
and g, a1, ay € [0,1].

Consequently, information granules repre-
sented by fuzzy sets and rough sets may con-
sist of a collection of corresponding crisp sets.

2.2 Construction

In conventional Granular Computing, there
are three types of granulation:

e Value Granulation corresponding to
discretization and quantization.

e Variable Granulation corresponding
to clustering, aggregation and transfor-
mation.

e Concept Granulation corresponding
to component analysis.

Obviously, value granulation is the simplest as
it can be achieved by discretization and quan-
tization. Formally, the following procedure is
to be performed:

1. Domain X" is granulated by values such
that each dimension is divided into Cj
uniform segments (1 <i <n).
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2. Non-empty segments are considered as
information granules.

Such information granules are crisp sets and
are not overlapped each other. Their set Car-
dinalities vary. Using set operations, more
highly abstracted information granules can be
composed and vise versa. Using Decomposi-
tion theory, fuzzy sets can be constructed, as
well as rough sets.

2.3 Application to Machine Learning

As for applications of Granular Computing
to Machine Learning, we are studying two
approaches according to Zadeh’s granulation
model[10, 6]: information granulation and ac-
tion granulation.

Information granulation first selects a pivotal
value per information granule and then ap-
plies a particular Machine Learning algorithm
to the set of that pivotal value. The selection
of that pivotal value is represented as an ad-
mission function[6]. Among selections of the
admission function, we normally use averaged
vectors. GSVM is an example of information
granulation consisting of a value granulation
and an application of SVM]7].

Action Granulation follows the Divide-and-
Conquer scheme in such a way that it first ap-
plies a particular Machine Learning algorithm
to each information granule and then aggre-
gate the results. ArraySVM and GESVM are
examples. The former consists of a stochas-
tic variable granulation (uniform distribution
of samples over information granules) and an
application of SVM[5]. The latter consists
of a value granulation and an application of

SVM|6].
3 Complexity Reduction

Conceptually, any granulation (value, variable
and concept) reduces computational complex-
ity of tasks applied to information granules
due to the fact that |G| < |D|, where G is a set
of information granules generated from a sam-
ple data set D = X x---x X,,. The efficiency
of this size reduction can be well measured by
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|G|/|D|. Variable and concept granulation is
achieved as a result of applying some dynamic
analytical process such as clustering, aggrega-
tion (mainly stochastic) and component anal-
ysis. Consequently, this yields a good reduc-
tion, i.e. a small |G|/|D|.

On the other hand, value granulation does
not necessarily guarantees a small |G|/|D|.
In the worst case, this may yield |G| = |D|
when only one sample constitutes an infor-
mation granule. However, its construction is
significantly advantageous in terms of compu-
tational complexity. Most of dynamic analyt-
ical processes such as clustering and compo-
nent analysis take their computational com-
plexity in the order of |D| - log|D| or |D|?
whereas quantization and discretization take
that in the order of |D].

To examine the size reduction of value gran-
ulation, we conduct an experiment of simple
value granulation applied to a massively large,
high dimensional data set. In this experi-
ment, a value granulation is applied to the
data set for DARPA IDS evaluation project
at MIT Lincoln Lab[3] in order to study effi-
ciency of size reduction. This data set consists
of thirty-four continuous features and seven
categorical features as follows:

e Basic features of individual TCP connec-
tions (9 features: 5 continuous, 4 cate-
gorical)

e Content features within a connection
suggested by domain knowledge (13 fea-
tures: 10 continuous, 3 categorical)

e Traffic features computed using a two-
second time window (9 features: 9 con-
tinuous, 0 categorical)

o Traffic features of the destination host
computed using a two-second time win-
dow (10 features: 10 continuous, 0 cate-
gorical)

There are twenty-two classes as follows:

e normal network activities.
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[ C [ 1S] | 1G] | Gsize[min, max, ave] |
2 2° 146 [1, 243, 69]
3 || 37 | 591 1,72, 18
4 4% | 585 2, 30, 17
5 59 | 3253 1,9, 3]
10 || 107 | 7311 [1, 17, 1]

Table 1: Value Granulation (|D| = 10%,]S| =
c?)

[ C [ ISI] 1G] [ Gsize[min, max, ave] |
2 27 [ 15512 [1, 196, 61]
3 37 | 51259 5,97, 18
4 4% | 67319 2, 31, 16
5 || 57 | 214503 [1, 21, 4]
10 || 10° | 582122 [1, 231, 17]

Table 2: Value Granulation (|D| = 109, |S| =
)

e network attack or misuse, consisting of
four different types: denial of service (6
classes, e.g. neptune), remote to local
(8 classes, e.g. guess passwprd), user
to root (4 classes, e.g. buffer overflow),
and surveillance/probing (4 classes, e.g.
portsweep).

The value granulation is specified by a con-
stant C such that each continuous fea-
ture X is granulated into C' segments in
[min[X], max[X]]. Categorical features are ig-
nored in this experiment. With randomly se-
lected records, we examine the following fac-
tors for different data size (|D|) and different
dimensions.

e The number of segments, i.e. |S|.

e The number of information granules, i.e.

|G-

e The granule size — minimum, maximum
and average.

Tables 1, 2 and 3 show the results with var-
ious data size (|D|) and dimensionality (i.e.
corresponding to the increase of |S]). The
pair of 'Gsize’ in those tables represents the
minimum number of records in a granule, the
maximum and the average number of records
respectively.
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C I 1S] ] 1G] | Gsize[min, max, ave] |

2 21 T 754 1,37, 11
3 3% 11035 1, 33, 10
4 || 4™ | 988 1,51, 9
5 59 11071 1,18, 8
10 || 10™ | 3743 1, 36,3

Table 3: Value Granulation (|D| = 104, |S| =
019)

4 Learning Capability

We discuss effectiveness of value granulation
in Machine Learning in various cases. Effec-
tiveness of value granulation applied to Sup-
port Vector Machine (SVM) has been stud-
ied in [7] and [5]. Discussions in this section
are based on our findings, the cases of SVM.
We then propose a simple classifier learning
method that utilizes the effectiveness of value
granulation.

4.1 Information Granulation vs. No
Granulation

We studied SVMLight, a standard and pop-
ular SVM optimization tool, that uses a fast
optimization with heuristics[2]. This tool is
known as one of efficient SVM optimization
with thousands of records.

For value granulation, we choose dimension
segmentation parameter C' to be multiples of
ten (e.g. 10, 20, 30, etc.). For each granule,
at most two vectors are generated as a re-
sult of information granulation: the average
vector of positive class and that of negative
class. Only one average vector is generated
when the granule consists of vectors in one
class. SVMLight is then applied to the set of
those average vectors, i.e. so-called GSVM.

We conduct experiments in two cases: a thou-
sand of records from the DARPA IDS evalu-
ation data set (|D| = 1000) and ten thou-
sands of records from the same data set (|D| =
10000). In each case, those records are ran-
domly selected for learning (i.e. SVM opti-
mization), and the other set of the records
with the same number is also randomly se-
lected for measuring classification accuracy.
We measure the optimization time and the
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Figure 1: Classification Accuracy (C' = 10™)
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Figure 2: Optimization time: granulation and
optimization (C = 10")

classification accuracy for each C' = 10"
(where n = 1,2,...), and they are shown in
figures 2 and 1 respectively. Table 4 shows the
performance comparison of SVM optimiza-
tion time and classification accuracy for the
cases with and without value granulation. All
numbers plotted and appeared in those fig-
ures and the table are average numbers of ten
trials.

We observe in this result that value granula-
tion does not necessarily improve the learn-
ing result in |D| = 1000. This rather serves
as an overhead to the SVM optimization. In
the case of |D| = 10000, we observe some im-
provement (but not so significant), as a result
of the value granulation, both in classification
accuracy and optimization time.

[ [D] [ Accuracy (%) | Training Time (sec) |
1000 89:87 24:89
10000 75:83 13200:10200

Table 4: Performance Comparison (No Gr :
C = 60)
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4.2 Action Granulation vs.
Information Granulation

We consider two action granulation in ma-
chine learning: ArraySVM and Granular Fx-
pert SVM (GESVM). ArraySVM consists of
the three procedures:

1. Stochastic (variable) granulation. The
data set D is divided into a set of granules
G. Currently, we use random selection of
records with uniform size (i.e. the uni-
form number of records per granule) and
no duplication.

2. SVM optimization for each granule. As a
result, there will be |G| SVM classifiers.

3. SVM classification by aggregation.

hE) = ha(®), i = argmax||h()] (2)
Similarly, GESVM consists of the following:

1. Value granulation. As described in sec-
tion 2.2.

2. Learning.

(a) If |g € G| = 0, classifier hy(z) fol-
lows a general classification rule, e.g.
hg(z) = hy(x) such that ||g — ¢'|| is
minimum.

(b) If |g € G| # 0 and the positive class
is dominant in granule g, hy(z) = 1.
Likewise, hy(x) = —1 if the negative
class is dominant.

(c) Perform SVM optimization if |g €
G| # 0 and no class is dominant in
granule g.

3. Classification is performed by h(z) =
hg(x) where z € g.

Comparing the performance between informa-
tion granulation and action granulation, we
may observe more significant difference. Ta-
ble 5 shows the performance comparison be-
tween GSVM (information granulation) and
ArraySVM (action granulation). The classi-
fication accuracy of ArraySVM outperforms
GSVM and it is consistent in the change of
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[ [Dl [ Accuracy (%) | Training Time (sec) |
1000 89:91 89:45
10000 83:91 10200:491

Table 5: Performance Comparison with Ar-
raySVM (Information:Action)

[ [Pl [ Accuracy (%) | Training Time (sec) |
1000 89:87 89:13
10000 83:93 10200:92
Table 6: Performance Comparison with

GESVM (Information:Action)

data size from 1000 to 10000. The training
time of ArraySVM is significantly advanta-
geous, especially in the case of data size with
10000.

Table 6 shows the performance comparison
between GSVM and GESVM. In this case, we
observe a significant advantage on the train-
ing time. Though classification accuracy of
GESVM does not always outperforms that of
GSVM, it is indeed advantageous with the
larger data size.

Overall, we see effectiveness of value granula-
tion applied to SVM in general. Between two
different application of value granulation to
machine learning, action granulation clearly is
more advantageous than information granula-
tion in classification accuracy and, especially
in training time.

4.3 Stochastic Granulation vs.
Geometric Granulation

In ArraySVM and GESVM, we introduce two
different granulation: stochastic (variable)
granulation and geometric (value) granulation
respectively. Stochastic granulation generates
granules with uniform size through random
selection of records from a data set. Geomet-
ric granulation, on the other hand, follows the
procedure in section 2.2. The size of granules
in geometric granulation varies.

Table 7 shows the performance comparison
between ArraySVM (with stochastic granula-
tion) and GESVM (with geometric granula-
tion). First, action granulation appears to be
more robust against the increase of data size
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[ D] ] Accuracy (%) | Training Time (sec) |
10000 91:92 491:92
250000 89:98 11900:1770

Table 7: Performance Comparison of Action
Granulation (Stochastic:Geometric)

in comparison with information granulation.
Second, geometric granulation (i.e. GESVM)
appears to be more effective both in classifica-
tion accuracy and optimization time. Among
ten trials, GESVM has shown 99.7% of classi-
fication accuracy with the data size of 250000.

GESVM brings not only the significant advan-
tages of optimization time due to its simplic-
ity (i.e. domain segmentation) but also an ad-
vantageous classification accuracy, especially
in a large scale case (i.e. 250000 records). As
a consequence, we demonstrate that a geo-
metric, value granulation (i.e. discretization
and quantization) with an application of ac-
tion granulation to machine learning is the
most effective on both computation and clas-
sification accuracy, especially when handling
a massively large data set.

4.4 A Simple Machine Learning
Based on Value Granulation and
Purity of Granules

SVM is known to be more powerful machine
learning algorithm in comparison to others,
due mainly to its generality. However, SVM
optimization is rather computationally expen-
sive and thus is less effective when handling a
massively large data set. As being described
in this paper, some additional framework is
necessary in order to overcome the matter of
massively large data set. As a consequence, it
appears that the simplest granular computing
approach such as value granulation is indeed
effective.

We may pursue further possible effectiveness,
that is the elimination of SVM optimiza-
tion. SVM is known to be an instance-based
machine learning algorithm such as k near-
est neighbor algorithm (k-NN). Theoretically,
SVM outperforms k-NN due to its generality.
However, k-NN is still widely used and con-
sidered due to its simplicity and robustness
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against massively large data.

Here we propose a simple classification based
on the purity of granules with respect to class
frequencies. We call a granule pure if this con-
sists of data that belongs to only one class.
A classification is performed according to a
class whise frequency is the highest within the
granule. If the granule is empty, a general rule
of classification, such as the one closest, is ap-
plied. Alternatively, this may consider unable
to be classified depending on the problem do-
main and the system requirement. The learn-
ing is simply a matter of generating class his-
tograms for granules and can thus be easily in-
tegrated with the value granulation described
in section 2.2. This is very similar to k-NN ex-
cept that the voting takes place within a gran-
ule instead of among k neighbors. However,
its computational advantage in classification
is significant because this does not have to
search k nearest neighbors from samples. In-
stead, it simply looks into the class histogram
of a granule. We formalize this machine learn-
ing as follows:

Name Granular Classification by Majority
(GrCM)

Learning Generation of frequency his-
tograms per granule Hy(f(x)) from each
sample < =z, f(x) > during the value
granulation described in section 2.2.
(Note: f(x) is a class label of z.)

Classification Given an arbitrary input x
and its granule g such that x € g, classi-
fication function h(x) is specified as fol-

lows:
arg max.[Hy(c)], |g| >0
h(z) =< ERROR or
arg max.[Hy (c)], g/ =0

(3)

where ¢’ = argming ||g — ¢'|| for granule
g.

Table 8 shows the performance comparison
between value granulation with (GESVM)
and without SVM (GrCM). It is somewhat
disappointed, and expected at the same time,
that GrCM does not necessarily overperform
Proceedings of IPMU'08

[ [D] ] Accuracy (%) | Training Time (sec) |
10000 92:81 92:85
250000 98:84 1770:980

Table 8: Performance Comparison with no
SVM (GESVM:GrCM)

GESVM. We, as a result, observe the power
of generalization in SVM. On the other hand,
We are still curious of how GrCM performs in
larger data sets exceeding a million.

5 Intelligent System Development

Orthodox intelligent systems utilize [IF-THEN
rules in order to represent their intelligence.
Those rules are extracted and constructed
from a complex domain where rigorous anal-
ysis is not effective using machine learning
algorithms. IF-THEN rules are rather de-
scriptive than prescriptive and thus qualita-
tive approaches are considered effective for
their extraction and construction. Sugeno-
Yasukawa’s qualitative fuzzy modeling is in-
deed a case[9] in order to develop fuzzy logic
systems. In this modelling, fuzzy sets for
the IF-THEN rules need to be identified and
a fuzzy clustering is used for that purpose.
In Granular Computing, those fuzzy sets are
considered as concept or variable granules.

We are now considering a decision support
system for computer network management.
This system supports decision making for
computer networks in a timely manner. As
previously described (e.g. the DARPA IDS
evaluation data set), this domain is highly di-
mensional, i.e. complex, and usually gener-
ates massively large data. Because of this,
most of qualitative modeling such as Sugeno-
Yasukawa may not be effective with respect
to its computation, e.g. fuzzy clustering.

We are currently developing a decision sup-
port system for computer network manage-
ment as illustrated in figure 3. In order to
handle this massively large and complex do-
main, value granulation is performed to gener-
ate IF-THEN rules. This result then is used in
order to configure various network traffic clas-
sifiers such as tcpdump and snort. The visu-
alizer visualizes states of computer networks
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Figure 3: DSS for Network Management

based on alarms generated by the classifiers
and the result of optimization (i.e. value gran-
ulation).

The highlight of this decision support system
is the compatibility of information granule
generated by value granulation and classifiers
such as tcpdump and snort. Since the bound-
aries of this information granule are explicit
value segments, they can be directly used as
configuration of tcpdump and snort, that are
essentially configured by means of crisp IF-
THEN rules. Further, considering this sys-
tem as an instance of GrCM, we can easily
facilitate accountability of the configuration
of tcpdump and snort based on the class his-
tograms of GrCM.

6 Concluding Remarks

We discuss and demonstrate effectiveness of
value granulation in machine learning. The
effectiveness is essentially brought by both
its low computation and size reduction. Al-
though effectiveness of its size reduction is
not always guaranteed, this study showed that
there is a good chance of being effective.

Further, application of value granulation to
machine learning is discussed. We find, by
studying cases of SVM, that action granula-
tion is more effective than information gran-
ulation. We also study a simple machine
learning algorithm, GrCM, as an attempt of
demonstrating significance of value granula-
tion in machine learning (in comparison with
that of SVM, i.e. generality). Unfortunately,
this was not necessarily successful at this
time. However, it is still hopeful that this
may be demonstrated with much larger and
862

complex data sets. At last, a decision support
system is briefly introduced as a case study of

GrCM.

There will be many future works, including
more extensive analysis of size reduction, ex-
periments of GrCM with much larger data
sets and, most importantly, specification of a
Granular Computing framework for massively
large scale machine learning and data mining.
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