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Abstract

This work presents a tracking algo-
rithm that takes as input a MPEG
compressed video. Our algorithm
makes use of fuzzy logic during the
video data extraction, the segmenta-
tion of regions with similar motion
parameters and finally, the track-
ing of real objects. The presented
method is tested on tracking of vehi-
cles in traffic scenes obtaining good
results in complex situations.

Keywords: Tracking of objects,
MPEG video, fuzzy logic, linguistic
labels.

1 Introduction.

In Computer Vision, the low level processes
extract information of the pixel intensity of
an image. Using this information those re-
gions with similar characteristics are searched
to detect objects that can be relevant to a con-
crete application. Object tracking throughout
a video sequence can be seen like a process
divided into two phases: (1) an object seg-
mentation in each frame is done, (2) the cor-
respondences between objects are established
frame to frame.

This work is different in two aspects with
classical techniques of computer vision. On
the one hand, we work directly over the com-
pressed video signal by using only the infor-
mation related to the motion. On the other
hand, our segmentation process is based in

approximate reasoning techniques applied to
the motion data of a MPEG video sequence.
The movement and the position of the pix-
els are represented by using the Linguistic
Motion Vectors. These are grouped using as
criteria the spatial proximity and a similar-
ity measurement with respect to a conceptual
representation of a region (blob) denoted as
Linguistic Blob. The Linguistic Blobs consti-
tute the input of the algorithm presented in
this work, that is, the input data are the lin-
guistic blobs obtained from the segmentation
of every frame in the video sequence [3]. We
present an algorithm that determines the cor-
respondence between image regions that rep-
resent the same real object in different frames
of a video scene. The algorithm is based in
a fuzzy similarity measurement and in a set
of spatiotemporal constraints. The output of
the algorithm is a list with all objects posi-
tions along the scene grouped in a concep-
tual representation denoted as Linguistic Ob-
ject. We apply our method to track vehicles
in traffic scenes with multiple objects in mo-
tion, vehicle occlusions, variable conditions of
illumination, etc.

Section 2 describes the elements that compose
the compressed video signal and that are used
in this work. After that, a review of some pa-
pers that use the obtained data by analyzing
the compressed video signal is presented. In
Section 3 we show our works related to object
segmentation to facilitate the understanding
of this paper. Section 4 explains the track-
ing method presented in this work. Section 5
presents the obtained results in the different
experiments. Finally, conclusions and future
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works are given in Section 6.

2 Motion Data on MPEG
compressed domain.

In this section, we present some information
on MPEG standard and introduce basic no-
tation that will be needed to understand the
suggested technique. Concretely, we describe
the kind of frames stored in the MPEG stream
and how the motion information is repre-
sented through the motion vectors.

2.1 MPEG Stream Structure

There are three kinds of frames [1]: 1. In-
tra(I): Encodes the image by 8x8 block-
wise Discrete Cosine Transform and Vari-
able Length Coding. 2. Predicted(P):
These kind of frames are coded using motion-
compensated prediction from a previous P or
I picture. This is known as forward predic-
tion. 3. Bi-directionally predicted (B): These
frames are coded by using both, past and fu-
ture frames, as reference. This is known as
bi-directional prediction.

The macroblock is the basic unit in the
MPEG stream and it is an area of 16 by 16
pixels and within this the motion vectors are
stored. Each pixel has a luminance (Y) com-
ponent and two chrominance components as-
sociated (Cb and Cr) with it. In this paper we
are interested in how motion vectors carry the
displacement of the current macroblock with
respect to a previous or next reference frame.

Figure 1: Motion vectors associated with one
macroblock

The motion information in an MPEG stream
video is stored in the Motion Vectors (MVs).
There are usually only small movements from
one frame to another one in a video sequence.
For this reason, the macroblocks can be com-
pared between frames, as it is shown in Figure

1 instead of encoding the whole macroblock,
the difference between the two macroblocks is
encoded. The displacement between two mac-
roblocks in different frames gives the motion
vector associated with some macroblock. A
vector defines a distance and a direction and
has two components: right x and down x.

3 Authors’ previous work

Before describing the operation of the system,
we report the obtention of the object segmen-
tation by analyzing the compressed video sig-
nal.

[2] is the first reference in the literature to
the linguistic motion vector (LMV). This con-
cept is a linguistic description of the velocity
and the motion direction of a motion vector.
To obtain this conceptual representation, the
magnitudes of the vector and the position of
the macroblock in the picture are translated
from the crisp domain to the fuzzy domain.
To do this, we use a linguistic variable [6] as-
sociated with each one of the input variables.
These variables are the vertical and horizontal
velocities (magnitudes) of the vector, and the
vertical and horizontal positions of the mac-
roblock (number of column and row respec-
tively). The values of the linguistic variables
are consisted of a sets of linguistic labels. Fig-
ures 2 to 5 show the ordered sets used in this
work, where the vertical and horizontal ve-
locities are the variables Xvv and Xhv respec-
tively, and the vertical and horizontal posi-
tions are the variables Xvp and Xhp respec-
tively.

Figure 2: Variable Xvv

A motion objects segmentation algorithm is
presented in [3]. Its output is a set of groups of
macroblocks with similar motion vectors sit-
uated in closed positions. These groups of
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Figure 3: Variable Xhv

Figure 4: Variable Xvp

macroblocks are named as Blobs [4], and its
corresponding fuzzy representation is called
Linguistic Blob. To obtain an object motion
description from a video scene, we must estab-
lish correspondences between blobs that are
present in different frames of the sequence.
The aim of this work is to establish these cor-
respondences, that is, the object tracking in
the video scene.

A Linguistic Blob (LB) is the sextuple:

< FN,Size, Ihv(r), Ivv(d), Ivp(ro), Ihp(c) >

where FN is the number of frame where
the LB is situated, the Size indicates
the number of LMVs associated to it, i.e.
its size, and the last four components
(Ihv(r), Ivv(d), Ivp(ro), Ihp(c)) are the linguis-
tic intervals that represent the velocity and
the position of the Blob, where r is right x,
d is down x, ro is the image row where the
macroblock is located and c is the column.

Now, we must define the concept of linguis-
tic interval: a linguistic interval is an ordered
set of linguistic labels taken from a linguis-
tic variable and its membership grades. The
linguistic labels are the labels whose member-
ship grade is greater than 0 after the fuzzifi-
cation of an input value x over the domain of
that linguistic variable. A linguistic interval
is represented as Ip,qj (x) where p and q are its

Figure 5: Variable Xhp

first and last labels respectively, and j identi-
fies the input variable.

4 Tracking algorithm

This section presents an algorithm to estab-
lish the correspondence between LBs of dif-
ferent frames to track the objects throughout
the video sequence. First, we present the def-
inition of Linguistic Object. It allows to rep-
resent linguistically the position and direction
of the object motion.

Table 1: Example of Linguistic Object

IF = 2
FF = 9
NF = 6

Size = 2.82
LB2 Size=3:

{{LR, 1}, {NM, 1}, {D, 1}, {CH, 1}}
LB3 Size=4:

{{LR, 1}, {NM, 1}, {D, 1}, {CH, 1}}
LB5 Size=1:

{{LR, 1}, {NM, 1}, {D, 1}, {CH, 1}}
LB6 Size=3:

{{LR, 1}, {NM, 1}, {D, 1}, {CH, 1}}
LB8 Size=2:

{{LR, 1}, {NM, 1}, {D, 1}, {CH, 0.75, R, 0.25}}
LB9 Size=4:

{{LR, 1}, {NM, 1}, {D, 1}, {CH, 0.75, R, 0.25}}

A Linguistic Object is the quintuple:

< IF, FF,NF, Size, {ListBlobs} >
where IF and FF are the initial and final
frames that defines the time interval during
the object is present in the scene, NF is the
number of frames with object motion infor-
mation, Size is the average size of the LBs
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and ListBlobs is a list of all the LBs that
compound the object ({LBIF , . . . , LBFF }).
Table 1 shows an example of a linguistic ob-
ject where its initial and final frame are the
frames 2 and 9 respectively, its size is 2.82, it
is compounded by 6 frames (LB2, LB3, LB5,
LB6, LB8, and LB9). So, ListBlobs repre-
sents that the object is moving Low Right, its
velocity is null (No Motion), its vertical po-
sition is maintained constant (Down) and its
horizontal position changes from “Center Hor-
izontal” to “Center Horizontal and Right”.

The tracking process is done by using the fol-
lowing Algorithm:

1.Filtering based on MinimumSizeLBs
2.Creating a LO for each LB in 1stframe
3.for j = 2 to |FRAMES|

3.1 Comparing LBs and LOs
3.2 Aggregating or creating LOs

4.Deleting LOs present in few frames
5.Deleting LOs with small size

The first action consists in eliminating those
LBs with a little size (sentence 1 and Section
4.1) and initializing each LO by using the LBs
in the first frame (sentence 2 and Section 4.1).
Now the main loop is executed (sentence 3
and Section 4.2). This loop is used for com-
paring the LOs with the LBs (sentence 3.1 and
Section 4.3) and for aggregating or creating a
LO (sentence 3.2 and Section 4.4). Finally,
when the main loop is finished, those LOs de-
tected in a few number of frames (sentence 4
and Section 4.5) or with small size are deleted
(sentence 5 and Section 4.5). The following
subsections explain in detail the actions of the
algorithm.

4.1 Initializing and filtering

Input data are those LBs obtained from the
segmentation process with a size greater or
equal than the system parameter called Min-
imumSizeLBs (Sentence 1). For example, if
this parameter takes the value 4 only LB3

and LB9 fulfill this condition (Table 1). This
process eliminates LBs caused by shadows,
brightness, noise, etc. These LBs are char-
acterized by a small size.

Each LB of the first frame with motion
information is considered a new Linguis-
tic Object in the initialization process
(Sentence 2). If the two first LBs are
{15, 3, {SM, 1}, {SM, 0.33, AR, 0.66}, {AB, 1},
{CH, 1}} and {15, 4, {LAR, 1}, {SM, 0}, {CV,
1}, {I, 1}}, then there are two LOs that
take the values < 15, 15, 1, 3 > and
< 15, 15, 1, 4 > respectively (the List-
Blobs of each object are not written in this
example).

4.2 Comparing between LBs and LOs

The algorithm’s main loop is used to do the
comparison process between the LBs of each
frame and all the LOs created previously. As
it can be observed, it is a comparison between
different concepts, but the comparison is re-
ally made between a LB and the last LB of
ListBlobs in a LO. That is because it repre-
sents the last known position of the object.
When the results of the comparison deter-
mines whether a LB and a LO are similar the
LB is added to the LO. There are two restric-
tions which limits the LBs and LOs that could
be associated:

1. LO(FF ) − LB(FN) > DistanceFrames:
we assume continuity of the object motion
to avoid confusions with objects that could
appear later in the same area of the im-
age. So, the distance between the final frame
of LO and the current frame of LB num-
ber cannot be greater than the parameter
DistanceFrames. For example, if the param-
eter DistanceFrames is 10, the LO shown in
Table 1 is not compared with LB33 since the
constraint is not fulfilled (LOFF is LB9).
2. Spatio-temporal restrictions: The motion
direction information of a LO in a frame t
(Ihv, Ivv) could be used to predict possible
correspondences with a LB in a future frame
(t’). It will not be considered the unions be-
tween LBs that not fulfill these intuitive con-
straints. For example, if Ihv and Ihp in LBFF
take the values ”Low Right” and ”Left” re-
spectively, and the LB in the frame t’ takes
a value for Ihp equal to ”Very Left” then this
situation cannot occur because if a LO is sit-
uated to the ”Left” and the displacement of
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the object is to the ”right”, it is not possible
that its following position is ”Very Left”.

4.3 Parameters related to the
aggregation

When the constraints detailed in Section 4.2
are applied, a subset of LBs (candidates to
represent a new object position in the se-
quence) are not considered in the selection
process. This Section explains the determi-
nation of the parameters that allows the se-
lection of a LB with respect to other options.
We would like to highlight that for each new
studied frame, a single LB must be associated
to a LO, so a single LB can be aggregated to
the LO.

We select the LB of the current frame LBCF
that fulfills the Equation 1 (LBCF and LO
must be sufficiently close), and that obtains
the minimum value of the function TD.

TD(LO, LBCF ) < δ (1)

where Total Distance (TD) is defined in
Equation 2.

TD(LO,LBy) = max(Dhv, Dvv, Dvp, Dhp)
(2)

As it is shown, TD is the maximum of the
distance of the input variables (hv, vv, vp and
hp). Equation 2 uses a distance measurement
D between each one of the intervals of LBCF
and the intervals of LBFF ∈ LO (Ipa,qaj (xa)
and Ipb,qbj (xb) in Equation 3). This distance
is calculated using Equation 3.

D(I, I ′) =

∣∣∣∣∣C(Ipa,qaj (xa))− C(Ipb,qbj (xb))
Maxj −Minj

∣∣∣∣∣
(3)

where C(Ipj ,qjj (xj)) is the central value of the
interval, and Maxj and Minj are the maxi-
mum and minimum values of the support of
Xj respectively.

We observe empirically that this distance is
not sufficient to obtain optimal results. We
can calculate a weighted value of distance be-
tween LO and LBCF (WD) using another in-
formation related to LO and LBCF (Equation

4). In Equation 4, TD(LO, LBCF ) is written
as TD.

WD = A∗TD+B∗LBCF (Size)+C∗LO(NF )
(4)

The parameters of Equation 4 (A, B and C)
are tuned empirically taken the values A =
−0.5, B = 0.1 and C = 0.4.

Equation 4 benefits the union with LOs with a
”stabilized trajectory” (the LOs with greater
number of frames) respect to new LOs (pa-
rameter C). The parameter B is used to indi-
cate that the LBs with greater size are bet-
ter candidates than LBs with small size since
there is a greater certainty that they corre-
spond with objects and not with noise. In
brief, Equation 4 takes into account the total
distance (TD), the size of LBCF and the size
of LO.

The final union is done between the LO and
the LB that satisfies Equation 1 and maxi-
mizes Equation 4. δ is tuned empirically too.

4.4 Aggregating linguistic blobs

An aggregation is done when a LBCF is se-
lected. The items of the modified LO takes
the following values:

1. LO(FF)=CF

2. LBCF is added to ListBlobs of LO.

3. LO(Size) is modified using Equation 5.

LB(Size) ∗ LO(NF )
LO(NF ) + 1

+
LB(Size)

LO(NF ) + 1
(5)

For example, Table 2 shows the aggregation
of LB11:
{11, 3, {{LD, 1], {NM, 1], {AB, 1], {CH, 0.75,
D, 0.25}}} to the LO shown in Table 1.
The new values of FF (final frame) and NF
(Number of Frames) are 11 and 7 respectively.
The new size is LO(Size) = 2.82∗6

7 + 3
7=2.84.

4.5 Eliminating noisy LOs

When the tracking process is finished, the
obtained LOs caused by the noise are elim-
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Table 2: Aggregating a LB into a LO

IF: 2
FF: 11
FN: 7

Size: 2.84
LB2 Size=3:

{{LR, 1}, {NM, 1}, {D, 1}, {CH, 1}}
LB3 Size=4:

{{LR, 1}, {NM, 1}, {D, 1}, {CH, 1}}
LB5 Size=1:

{{LR, 1}, {NM, 1}, {D, 1}, {CH, 1}}
LB6 Size=3:

{{LR, 1}, {NM, 1}, {D, 1}, {CH, 1}}
LB8 Size=2:

{{LR, 1}, {NM, 1}, {D, 1}, {CH, 0.75, R, 0.25}}
LB9 Size=4:

{{LR, 1}, {NM, 1}, {D, 1}, {CH, 0.75, R, 0.25}}
LB11 Size=3:

{{LR, 1], {NM, 1], {D, 1}, {CH, 0.75, R, 0.25}}

inated. We use two parameters for this pur-
pose: MinSizeObject and MinFrames. Those
LOs that fulfills Equations 6 and 7 are
deleted.

LO(FF )− LO(IF ) < MinFrames (6)

LO(Size) < MinSizeObject (7)

In brief, the LOs with a reduce number of
frames or with a small size are deleted from
the set of real objects in the scene.

5 Experimental results

Our method is tested to track vehicles in traf-
fic scenes in a highway of three tracks. The
central track is used to turns and incorpora-
tions to the route, with a flow approximated
of 2.200 vehicles to the hour in rush hour. We
use a webcam located inside a car to record
the traffic scenes. The position of the camera
is different if we compare with the applica-
tions of traffic monitoring (they usually use
aerial scenes). The sampling frequency is 30
frames per second and a resolution of 320X240
pixels.

The results of 8 experiments are shown in Ta-
bles from 3 to 5. The values of the system
parameters used in the experiments are pre-
sented in Table 3. In Table 4, each row is
a sequence detailing the size of MPEG video
(kilobytes), the duration (seconds), the total
number of frames and the total number of mo-
tion vectors. The last row is the sum of each
one of the shown values.

Table 3: System Parameters
Parameter Value

MinimumSizeLBs 3
DistanceFrames 15

δ 0.3
MinFrames 8

MinSizeObject 1.3

Table 4: Input data
Size Time Frames MVs
3891 27 828 4661
3174 23 680 4008
2458 17 519 2430
3788 27 819 4914
2300 31 936 6831
2530 34 1012 7812
1683 22 673 5059
2533 34 1014 7786
22357 215 6481 43501

Table 5 shows the analysis of the results. Each
row corresponds with an experiment, except
the last two rows that represent the total re-
sults expressed in absolute values and per-
centage respectively. The information shown
is the total number of vehicles in the scene,
the vehicles detected (Correct) and the vehi-
cles not detected (Incorrect).

As it can be observed, 118 vehicles are cor-
rectly detected of a total of 156 vehicles in
the scene. It means that more than a 75% are
well tracked. The tracking errors are mainly
caused by big vehicles (especially trucks and
buses). That is because these vehicles cause
that the information of the motion vectors are
very dispersed. Another problem is caused by
the lack of motion vectors in those situations
when the average speed is low. As there is
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not enough input data the system does not
respond as expected.

Table 5: Final Results
Vehicle Correct Incorrect

20 14 6
16 10 6
13 10 3
17 17 0
19 14 5
27 20 7
18 13 5
26 20 6
156 118 38

100% 75,6% 24,4%

6 Conclusions

A method to obtain a linguistic description
of motion objects by using a MPEG video is
presented in this work. Some conceptual lin-
guistic representations based on linguistic la-
bels are used. These labels allow to describe
in a comprehensible way the object motion in
the scene. Fuzzy logic [5] is a good method
to manage the imprecision, and it helps to
manipulate the inherent noise present in com-
pressed video. The obtained vehicle trajecto-
ries are easily interpretable.

An advantage of our method is that the size
of the input data is very small if it is com-
pared with other computer vision systems.
Our method does not need to decompress the
MPEG video, so we obtain a good execution
time. The proposed method does not limit the
number of objects to detect. The obtained re-
sults are good (75% of the vehicles correctly
detected) considering the low quality of the
input video.

As future works, we are going to improve our
method to execute our system in parallel with
different values of configuration, different defi-
nitions of linguistic variables and different pa-
rameters. These values depend on the class
of object to track, and we believe that this
must avoid the problems detected in the ex-
periments (big vehicles).
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