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Abstract

We present new methods of decom-
position of an n X m binary matrix
I into a product A* B of an n X k
binary matrix A and a k x m binary
matrix B. These decompositions are
alternative to the usual one which
is sought in Boolean factor analysis
(BFA), where x is a Boolean prod-
uct of matrices. In the new decom-
positions, * are the left and the right
triangular products of Boolean ma-
trices. In BFA, I is interpreted as
object x attribute matrix, A and B
are interpreted as object x factor
and factor x attribute matrices, and
the aim is to find a decomposition
with the number k of factors as small
as possible. The new decomposi-
tions have different semantics from
the one with Boolean matrix prod-
uct. The presented methods are op-
timal in that they provide the small-
est number k possible. We provide a
geometric insight showing that the
factors correspond to I-beam- and
H-beam-shaped patterns in the in-
put matrix. We present an approxi-
mation algorithm for computing the
optimal decomposition. The algo-
rithm is based on a greedy approx-
imation algorithm for set covering
optimization problem. We demon-
strate our results by illustrative ex-
amples.

Keywords: Binary Data, Matrix

Decomposition, Triangular Product,
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1 Introduction

Let I be an n x m binary matrix, i.e. I;; €
{0,1}. Can we decompose [ into a triangular
product I = A< B of an n x k binary matrix
A and a k x m binary matrix B? What are
the best such decompositions, i.e. the decom-
positions with the least k possible? In this
paper, we present answers to these questions.

Recall, see e.g. [1, 10], that the <-product
A< B of A and B is defined by

(AaB)ij = N 4u— By, (1)

where /\ denotes the truth function of logi-
cal conjunction (minimum), and — denotes
the truth function of logical implication (i.e.,
0—-0=0—1=1—-1=1and1—0=0).
Alternatively, one could look for a decomposi-
tion of I into an >-product I = A> B, defined
by

(A>B)i; = N1 By — A4 (2)

Looking for such decompositions can be seen
as looking for factors in binary data. Namely,
if I is interpreted as an object X attribute
matrix, A can be interpreted as an object x
factor matrix, and B can be interpreted as a
factor x attribute matrix. For I = A< B, the
relationship between objects and attributes
provided by I is then described via the ob-
ject x factor relationship and the factor x
attribute relationship provided by A and B
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as: An object ¢ has an attribute j (I;; = 1) if
and only if for every factor [, if [ applies to ¢
(A; = 1) then j is one of the manifestations
of | (Bj; = 1). For I = A» B, the situation
is similar. Since ApB = (BT <9AT)T with
CT denoting the transposition of matrix C,
we can restrict ourselves to <~-decomposition.

This paper is a continuation of [4]. In [4],
we considered a particular type of product x
in the decomposition I = A % B, namely, the
Boolean matrix product A o B of A and B,
called also logical product, max-min product,
or o-product. Recall that the o-product is de-
fined by

k
(AoB)y =\ Aj- By (3)
=1

where \/ denotes maximum (truth function of
logical disjunction) and - is the usual prod-
uct (truth function of logical conjunction).
We described optimal o-decompositions and
an efficient approximation algorithm for find-
ing such decompositions. This type of de-
composition of binary matrices is considered
in Boolean factor analysis [6]. Early work
in this area was done by Markowsky et al.,
see e.g. [13] which already include complex-
ity results showing hardness of problems re-
lated to such decompositions. Recently, the
o-decomposition problem has been discussed
in data mining, see e.g. [8, 12, 15]. Note also
that various methods for decompositon of bi-
nary matrices into matrices which are not bi-
nary in general have been reported but we do
not discuss this topic in our paper.

Our paper is organized as follows. Section
2 presents the main results. In Section 2.1,
we provide a key insight—a geometric way
of looking at the problem of triangular de-
compositions. The decompositions of binary
matrices are described and their optimality is
proved in Section 2.2. Section 2.3 presents an
approximation algorithm for finding optimal
decompositions. Section 2.4 contains an illus-
trative example. Section 3 presents a sum-
mary and an outline of future research.
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2 Optimal decomposition of
matrices by triangular products

2.1 Geometric insight: rectangles,
I-beams, and H-beams

We are going to show that the problem of de-
composing [ into Ao B, A<B, and Ar B,
can be interpreted geometrically using par-
ticular shapes which we call rectangles, I-
beams, and H-beams. We call an n x m
Boolean matrix J rectangular-shaped (a rect-
angle, for short), I-beam-shaped (an I-beam),
and H-beam-shaped (an H-beam), if there
are Boolean matrices C' and D of dimensions
n x 1 (column) and 1 x m (row), such that
J=CoD,J=C«D,and J = Cp> D, re-
spectively. For instance, for

C = (00111100)T’ and D = (0011100)7

the corresponding rectangle, I-beam, and H-
beam matrices C'o D, C'< D, and C'>D are

0000000 1111111 1100011
0000000 1111111 1100011
0011100 0011100 1111111
0011100 0011100 d 1111111
0011100 |>» 0011100 7an 1111111
0011100 0011100 1111111
0000000 1111111 1100011
0000000 1111111 1100011

The terms are derived from the geometric
shapes of matrices C o D, C'<D, and Cv> D.
For instance, [-beam matrices are those which
can be, after a suitable permutation of rows
and columns, brought to a form where en-
tries containing 1 form letter I. Technically
speaking, since C<aD = C'> D, every I-beam
is an H-beam, and vice versa. Here, M de-
notes the complement to M, ie. (M);; =
1 — M;;. Nevertheless, for conceptual pur-
poses, we will use both I-beams and H-beams.
Likewise, one can verify that A<B = Ao B.
Therefore, technically, we can reduce the
problem of <decomposition the that of o-
decomposition. However, we will proceed di-
rectly with <-decomposition because by re-
ducing to o-decomposition, the natural se-
mantics of <-product gets lost.

In [4], we observed that if I = Ao B, [ is
a union (\/-superposition) of rectangles .J,
l=1,...,k, where J; = A;0 By, i.e. J; cor-
responds to the [-th column of A and to the
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[-th row of B. In case of <- and >-product, we
have the following observation which follows
easily from definitions:

Given a set
F= {<017D1>7 cee <CkaDk>}

of 1 xn and 1 x m Boolean vectors C; and Dy,
respectively, define n x k and k x m matrices
A]: and B F by

(Ar)a = (C1)i and (Bg)y = (Dy);.

That is, the I-th column of Ar is C’lT and the
[-th row of Br is D;. Then we have:

Theorem 1 I = Ar<Br iff I is an in-
tersection of I-beams ClT<lDl, I =1,...,k.
I = Arv Br iff I is an intersection of H-
beams CZTDDZ, l=1,... k.

Due to Theorem 1, factors in the <- and -
decompositions can be identified with I-beams
and H-beams, respectively.

Example 1 Consider the following decom-
position I = A< B of an 4 x 5 matrix:

According to Theorem 1, this decomposition
can be rewritten as a /\-superposition
)

00111 0 1 1
(B80) = (8411 0)A(
01110 1 1
1 1
n DA
0 0
of I-beams J', J2, J3, J4, where J' results as
a <-product of the I-th column of A and the
[-th row of B. Note that the I-beam shape
of J!s becomes apparent after rearrangement
(permutation) of rows and columns. Due to

small dimensions, the “I”-shape is degenerate
in case of J! and J4.

e e aal=l=l=]
R e
e
R
MO R
=
R O
R e

2.2 Optimal decompositions

With respect to the problem of decomposing
I into A< B or A> B, Theorem 1 says that we
need to find a suitable set of I-beams and H-
beams, respectively, whose intersection yields
I. In this section, we describe optimal ways
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to decompose I, in that they lead to the least
possible numbers of beams, i.e. factors.

The number of I-beams and H-beams which
cover a given n X m Boolean matrix I can be
quite large. For instance, there are at least 2"
I-beams covering I since for every 1 X n vec-
tor C, we can consider a corresponding 1 x m
vector D which has 1s at positions j such that
I;; = 1 for some i with C; = 1. One can easily
check that the corresponding I-beam CT <D
covers I, i.e. I;; < (CT aD);;. The reason for
such a large number of beams is that there is
a redundancy involved when we consider all
beams. Namely, we can have two beams one
inside another. As we shall see, we can re-
strict ourselves to particular beams which are
minimal and thus non-redundant (see below)
and which still enable us to decompose I with
the least number of beams possible. The non-
redundant beams are fixed points of certain
operators which we now introduce.

Let X ={1,2,...,n} and Y = {1,2,...,m}.
This notation will be used from now on. De-
fine operators " : 2X — 2¥ and Y : 2Y — 2X,
and " : 2%X — 2Y and v : 2¥ — 2X by letting
forCCXand DCY,

C"={jeY |for someic C: I;; =1},4)
DY ={i€ X |for each j € Y: if [;; =1 (5)
then j € D},

and

C"={j €Y |for each i € X: if I;; = 1(6)
then i € C'},
DY = {ie X |for some i € C: I;; = 1}(7)

Pairs (",Y) and (",V) are particular cases of
those introduced in [9]. Furthermore, denote
by B(X", Y, I) and B(X", YV, I) the sets of
fixed points of (",Y) and (",V), respectively.

That is,
B(X", YV, I)={(C,D)|c" =D, D" = C},
B(x",YV,I)={(C,D)|C" = D, DV = C}.

Denote the characteristic vectors of C C X
and D C Y by ¢(C) and ¢(D). That is,
c(C);=11ifi € C and ¢(C); = 0if i ¢ C;
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the same for D. For F C B(X",YY,I) we
put

c(F) = {{c(C),c(D) [(C, D) € F}. (8)

For C1,Cy C X and Dy, D2 C Y, put
(C1,Dq) <1 (Cq, Do) iff Cy D C2& Dy C Ds.

In terms of I-beams, (C1,D1) <1 (C2, D3)
means that the I-beam c(C1)T <e(Dy) cor-
responding to (C1,D;) is contained in
the I-beam c¢(Cs)T ac(D2) corresponding to
<CQ,D2>, ie. that (C(Cl)QC(Dl))ij <
(c(C2) <«c(D3));j for every i and j.

Theorem 2 (fixpoints=minimal I-beams)

(C,D) is a fived point of (",Y) iff the cor-
responding I-beam is a minimal one which
covers I, i.e. iff (C,D) is minimal with
respect to <1 such that I;; < (¢(C)T <ae(D))y;
for all i and j.

Proof. By direct verification; cf. also [9]. O

The following theorem asserts that we can al-
ways use fixed points from B(X", Y'Y I) as
factors.

Theorem 3 (universality) For every [
there exists F C B(X",YY I) such that
I = AC(F) <]BC(F)'

Proof. From the fact that every I is the inter-
section of I-beams c¢(C)T <¢(D), for (C, D) €
B(X", Y'Y, I); omitted due to lack of space. [J

Theorem 3 does not, however, say anything
about the number of fixed points which are
needed as factors for I. The next theorem
says that taking fixed points as factors gives
us the least number possible.

Theorem 4 (optimality) LetI = A< B for
n X k and k x m binary matrices A and B.
Then there exists a set F C B(X", YV I) of
fized points with

[F| <k

such that for the n x |F| and |F| x m binary
matrices Ayry and By we have

I= Ac(F) <]Bc(F)-
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Proof. Let I = A< B. Due to Theorem 1, [
is an intersection of I-beams Jy, ..., J; which
correspond to the columns and rows of A and
B, respectively, and cover I. Clearly, every J,
contains some minimal I-beam J’;. Denote by
C; and D; the subsets of X and Y for which
J'; = c(C)" ac(D;). By Theorem 2, (C}, D;)s
are fixed points, i.e. (Cj, D;) € B(X", YV I).
Put FF = {(C;,D;)|1 <1 < k}. Using as-
sumption and Theorem 1 and the fact that
I is the intersection of the collection of all I-
beams corresponding to fixed points, we get

A c(C)'ae(D) = 1.

(C.DYEB(XN, Y1)

Therefore, A,y < By = I. Observing that
|F'| < k finishes the proof. O

Example 2 Consider again the <-

decomposition
00111 1001 00111
00110 — 1010 11001
(00001)—(1100><1<01110>,
01110 0010 10111
and the corresponding I-beams J', ..., J%,
which are

—ooo
—ooo
b e
bt e
—ORR
O
b
e
e
oo~
N—
/N
b
RN
e
b e
b

11 1 1 1
11 1 1 0
11 9 1 1 3 1 .
11 1 1 0

Furthermore, consider fixed points (Cy, D1) =
<{1a273}7{3a47 5}>7 <C27D2> = <{3}7{5}>7
(Cs,D3) = ({2,4},{2,3,4}), of I. Then, each
of the I-beams J's (I = 1,...,4) contains
some of the minimal I-beams corresponding
to <01,D1>, <02,D2>, or <03,D3>. Putting
now F = {<Cl,D1>,<CQ,D2>,<03,D3>}, we
have I = Azr<Br. Denoting by (Ar),
and (Bg);_ the I-th column of Az and the
I-th row of Br, I = Ar<Br can fur-
ther be rewritten as I = (Ax)1<4(Br)1. A
(A]:)j <](Bj-‘)27/\ (Aj-‘)73 Q(Bj:)gi, which shows
a /\-decomposition of I into minimal I-beams
covering I. With our example, we have

00111 00111 1 1 111
00110)\_({00111 A 1 1 A 011
00001 J—\0O0111 0 1 111
01110 11111 1 1 011
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Remark 1 Theorems 2, 3, and 4 have their
counterparts for the case of >-decomposition.
They say that fixed points of (*,V) are min-
imal H-beams containing I, that for every
I, there is F C B(X",YV,I) such that
for the corresponding F = ¢(F) we have
I = Arp> By, and that for every decompo-
sition I = A B, there is at least as good a
decomposition which uses fixed points from
B(X", YV, I), i.e. minimal H-beams, as fac-

tors. We omit details.

Theorem 4 says that the best decomposi-
tion I = A< B is within the class of de-
compositions which use fixed points from
B(X", YV I) as factors. In this sense,
B(X",YY,I) (the space of all minimal I-
beams covering I') provides us with an optimal
space of factors. This space is a subspace of
the space of all possible factors (the space of
all I-beams covering I, cf. Theorem 1).

2.3 Algorithm for optimal
decompositions

We are going to present an approximation al-
gorithm for finding an optimal decomposition
I = A< B which uses minimal I-beams cover-
ing I as conditions/factors.

Observe first a connection between the prob-
lem of decomposition to a dual version of the
well-known set covering optimization problem
for which we refer to [5]. The dual problem
which is important for our purposes can be
formulated as follows. We are given a set U
and a collection S of supersets of & whose in-
tersection is U, i.e. (S = U. The task is
to find the smallest subcollection C of & with
(N1C = U. 1t is easily seen that this prob-
lem is reducible to the set covering optimiza-
tion problem and wvice versa. The set covering
problem (hence, the dual problem as well) is
NP-hard but there exists an efficient greedy
approximation algorithm which achieves an
approximation ratio < In(|U|) + 1, see [5]. A
straightforward modification of this algorithm
gives us an approximation algorithm for the
dual problem with the same approximation
ratio. Notice that the problem of finding an
optimal set of conditions is reducible to the
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dual version of the set covering optimization
problem. Indeed, put U = {(x;,y;) | l;; = 1}
and § = {C<D|(C,D) € B(X",YY I)}.
That is, U is the set of all pairs for which
the corresponding entry I;; is 1, and S is
the set of all I-beams corresponding to fixed
points from B(X", YV, I). Then, due to The-
orem 1, the solution to the dual problem is
the smallest set FF C B(X"™, YV, I) for which
I = Ac(F) <]Bc(F)'

The algorithm first computes all the fixed
points from B(X™ YV I) and then finds a
small set F C B(X", YV, I) of factors, i.e.
I = A p)<4B.r). The algorithm is based on
two observations regarding the computation
of B(X™, YV, I) and selecting F.

Step 1: computing minimal I-beams The
problem of computing the fixed points from
B(X", YV, I) can be reduced to the problem
of computing fixed points of a particular clo-
sure operator. Namely, one can check the fol-
lowing observation.

Observation 1 The operator "V : 2% — 2%
sending C C X to (C™)Y is a closure operator.
That is, C C C™Y; Cy; C Oy implies C{Y C
C5VY; and CTY = (CNY)Y,

Furthermore, B(X",Y"Y,I) can be recovered
from the fixed points of "V, i.e.
C C X such that C = C"™v:

from sets

Observation 2 B(X", YV I)={(C,C")|C =
vy,

Fixed points of closure operators (called also
closed sets in the literature) can efficiently be
computed by several algorithms, see e.g. [7,
11].

Step 2: selecting factors from minimal
I-beams Theorem 1 and the above consid-
erations allow us to see that the problem of
finding a smallest set F' C B(X",Y"Y,I) such
that I = A.p < B.p, i.e. an optimal set of fac-
tors, is reducible to a problem which is dual
to the well-known set covering optimization
problem. For the set covering optimization
problem we refer to [5]. The dual problem
which is important for our purposes can be
formulated as follows. We are given a set U

o1



and a collection S of supersets of U whose in-
tersection is U, i.e. [|S = U. The task is
to find the smallest subcollection C of S with
(N1C = U. Tt is easily seen that this prob-
lem is reducible to the set covering optimiza-
tion problem and vice versa. The set covering
problem (hence, the dual problem as well) is
NP-hard but there exists an efficient greedy
approximation algorithm which achieves an
approximation ratio < In(|U]) + 1, see [5]. A
straightforward modification of this algorithm
gives us an approximation algorithm for the
dual problem with the same approximation
ratio.

Observe now that the problem of finding an
optimal set of factors is reducible to the dual
to the set covering optimization problem. In-
deed, put U = {(x;,y;)|L;; = 1} and S =
{C<D|{(C,D) € B(X",YY I)}. That is,
U is the set of all pairs for which the cor-
responding entry I;; is 1, and S is the set
of all I-beams corresponding to fixed points
from B(X",Y"Y I). Then, due to Theorem
1, the solution to the dual problem is the
smallest set ' C B(X",Y",I) for which [ =

Ac(F) <]Bc(F)-

Theorem 7?7 allows us to speed up the algo-
rithm for finding an optimal set F' by inserting
the mandatory factors from M(X,Y,I) to F
in the beginning. Putting together the above
observations results in the following greedy
approximation algorithm for computing the
factors.

Algorithm 1

INPUT: binary matrix
OUTPUT: F C B(X",YY, 1) such that I =
Ace(r) 9 Be(r)
S — B(X",YY,I)
U {{i,4)| 1; = 0}
F — M(X,Y,I)
remove every (C, D) € M(X,Y,I) from S
for (C,D) € M(X,Y,I):

for each (i,5) € C' x (Y — D):

remove (7, j) from U

while U # (:

select (C, D) € S such that |(Cx (Y —D))N
U| is maximal

add (C,D) to F
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remove (C, D) from §
for each (i,j) € C x (Y — D):
remove (i, j) from U
return F

The previous results prove correctness of Al-
gorithm 1. Experiments are beyond the scope
of this paper.

2.4 Illustrative example

In this section, we present an illustrative ex-
ample of a <-decomposition. Our main aim
is to illustrate the notions and results intro-
duced in previous sections.

We use a generic example related to the <-
type of decomposition. Suppose we have
an n X m binary matrix I describing n ob-
jects and m attributes. The attributes cor-
respond to roles/tasks which the objects can
play/perform. Thus, I;; = 1 indicates object
i can play/perform role/task j, I;; = 0 de-
notes the opposite. We want to see if there is
a set of features (factors) using which we can
interpret the data the following way: An ob-
ject can play/perform a given role/task if and
only if all the features displayed by the ob-
ject are compatible with the given role/task.
Such a data can result when suitability of ob-
jects to play/perform roles/tasks is assessed
(by an expert, for instance) and the question
arises whether we can find a rationale in the
form of factors behind such assessment. In
terms of the <product, we are looking for
a decomposition of I into a <-product A< B
of binary matrices A and B with dimensions
n X k and k x m. Aj; indicates object i has
feature [, B;; indicates feature [ is compatible
with role/task j. The factors to be discovered
thus correspond to the features when looking
for such interpretation of data.

In particular, consider the following 12 x 8
binary matrix:

~

I
OCORORHROO—OO
ocororROoOoCO000O
HORORRHORRFO
B b e e e
HOROHOOOHORO
O HHRRHOROR
—FHOROOORRORH
OFRFRRHEEROROR

We want to find a smallest set F' set of
fixed points from B(X", Y'Y, I) such that I =
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Table 1: Fixed points from B(X™, YV I).
Cj

(

co | (

cr | (

e | ({2.4,12}, {3,4.5,7})

cs | ({3,6,7},{1,3,4,6,8))

C4 <{37677> 8, 10}7{1>273747576a8}>

¢s | ({1,3,5,6,7,9, 11}, {1,3,4,6,7,8))

ce | ({1,2,4,5,9,11,12},{3,4,5,6,7,8})
<{1, 2,3,4,5,6,7,9,11, 12},

{1,3,4,5,6,7,8})

cs <{1,2,3,4,5,6,7,8,9, 10,11,12},

{1,2,3,4,5,6,7,8})

C7

Figure 1: Hase diagram of lattice of fixed
points.

Ay py<Bypy. B(X",YY,I) contains 9 fixed
points which we denote by cp,...,cs. They
are shown in Tab. 1. The Hasse diagram
of the partially ordered set of fixed points
from B(X",YY I), ordered by (C,D) <
(E,F) iff ¢ C E, is depicted in Fig.1.
According to the previous results, the fixed
points correspond to minimal I-beams cov-
ering I. Let us now look at the prob-
lem of factorization of I. First, one can
verify that O(X,Y,I) = {ci1,c2,c3,¢c4} and
AX, Y, I) = {co,c1,c2,¢4,C5,¢6,c7}. Thus,
OX,Y,I) N AX,Y,I) = {c1,¢c2,ca}. Ac-
cording to Theorem 77, F needs to contain
OX,Y, )N A(X,Y,I) = {c1,c2,ca}. Then,
F" ={c1,c9,c4} is almost a set of factor con-
cepts. One can check that there are just two
minimal sets of factor concepts, namely

F ={ci,co,c3,¢c4} and F' = {c1,co,c4,C5}.
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Thus, I can be decomposed by [ =
Ae(py<4Bypy or I = Ay pry<Bepry. For in-
stance, we have

——o0
—ooo
G
]
—oro
—HOR

—OR
S~——~"

OO

Ap) = , Ber) = (

OHOHOOOHOOOH
[=lelololelaleldel ]
[elelelelel i el Hele]
OO OHRHOOHOO

and similarly for A.py and Bggry. There-
fore, instead of an 8-dimensional space of
roles/tasks, the objects are described in a 4-
dimensional space of features with the above
interpretation. For instance, object 2 has fea-
tures 3 and 4, but does not have feature 1;
features 2 and 4 are compatible with role/task
5, etc. A particular interpretation of the fac-
tors depends on the meaning of objects and
roles/tasks.

3 Conclusions, Future Research

We presented a new way to decompose bi-
nary matrices into triangular products of bi-
nary matrices. The decomposition uses fixed
points of particular operators as the elements
of the inner space (factors). The geometrical
insight provided here enables us to see that
such decomposition is optimal in that it pro-
vides us with the least number of factors pos-
sible. Future research will include the follow-
ing problems:

— Algorithms. The presented algorithm
can be improved. Namely, it is not nec-
essary to compute first the set of all
fixed points. Instead, fixed points which
are good factors can be computed in a
similar way as in the algorithm for o-
decomposition presented in [4].

— Approximate decomposition, i.e. looking
for A and B such that I is approximately
equal to A< B.

— Restrictions on F such a suitably defined
independence of factors.

— Can we use factors (i.e., new attributes)
for more efficient reasoning and manipu-
lation of objects?
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— Extension from binary matrices to matri-

ces containing more general entries, such
as numbers from the unit interval [0, 1],
using results from formal concept analy-
sis of data with fuzzy attributes, see e.g.
[2, 3, 9, 14]. A paper on this topic is in
preparation.
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